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Abstra
tIn this report, a meaning based sear
h engine that 
an be used as a multi-lingual platformfor all sorts of sear
h queries is presented. Universal Networking Language (UNL) is used asthe underlying 
ommuni
ator. We try to surpass the language barrier at the World Wide Web(WWW) level. WWW is the largest repository of knowledge known and a language gap hereis obviously a big drawba
k. Although, this hiatus is surmountable and the sear
h engine is anearly e�ort in this dire
tion.We dis
uss the need to develop a meaning based, inter-lingual sear
h engine and its under-lying prin
iples. A brief dis
ussion of UNL, the underlying intermediate language, is also given.We present the model, explaining its various modules and their implementations. Furthermore,the strengths of our sear
h methodology, with respe
t to other te
hniques, are highlighted.
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Chapter 1Introdu
tion
1.1 Introdu
tionInternet plays an important and at times vital role, in the day-to-day fun
tioning of our life.The amount of information on the Internet has grown exponentially over the last few years. Thevastness of knowledge available on the WWW is the 
ause of our ever-in
reasing vulnerabilityto \not the best" knowledge available. As is known, sear
h engines are the largest 
ontributorstowards the mining of knowledge from the Internet. With the use of sear
h engines, Internetusers 
an qui
kly lo
ate information they want from the vast amount of knowledge availableon the Internet.Unfortunately, most of the 
urrent sear
h engines are monolingual. If multilinguality 
an beintrodu
ed in a sear
h engine, it will 
ompletely revolutionize the information a

ess s
enario.Agro Explorer was established keeping the same goal in mind.This proje
t is being undertaken at Media Labs Asia, Maharashtra Hub. It envisions 
re-ating a system, whi
h 
an provide the Indian Farmer a

ess to the vast amount of agri
ulturalinformation available on the Internet. The hurdles in the path of a
hieving this obje
tive werethe language barrier and the simplisti
 pattern mat
hing approa
h of today's sear
h engines.Agro Explorer is a language independent sear
h engine with multilingual information a

essfa
ility. Instead of sear
hing on plain text it does the sear
h on the meaning representation,an Interlingua form 
alled UNL expressions [1℄. The system also employs Interlingua basedapproa
h of ma
hine translation. The queries and the do
uments are translated into UNL. Thetranslation is 
arried out in two steps. The �rst step Analysis deals with the 
onversion of thesour
e language to an intermediate form (UNL), followed by the se
ond step Generation whi
h is
onversion of the target language from the intermediate form. The Interlingua 
an be 
ommonfor a number of languages, whi
h is generally the 
ase. The Analysis in the system is handledby EnConverter subsystem and the Generation is handled by the DeConverter subsystem. Thismethod turns out to be e
onomi
 when multiple languages are involved.1.2 MotivationAs already dis
ussed, the Internet is the largest repository of information and Sear
h enginesare the tools for a

essing this plethora of information. Most of the information present onthe Internet is available in English, the 
hief 
ommuni
ation language worldwide. At present1



2 CHAPTER 1. INTRODUCTION
ount, the information 
ontent on the net is estimated to be a staggering 6 trillion bytes ofdata. 80 per
ent of this information is present in English. In a stark 
ontrast to these statisti
sare �gures, whi
h show that only 40 per
ent of all Internet users have English as their mediumof 
ommuni
ation. This has for
ed many non-English speakers to spend time and resour
esover learning it. Despite this, the handi
ap still exists. So, these non-English speakers 
annotharness the power of Internet and gain from it.Most of the information being in English 
auses it to be e�e
tively unavailable to the ruralmasses unquali�ed in English. The bene�ts of IT have not been derived by a large se
tionof Indian population, mainly in rural areas. The reasons are given as la
k of infrastru
ture,inadequate dissemination of information and so on. However, the problem of language barriershould be 
ited as one of the primary reasons.Most of the advan
ed information for the agri
ultural domain should be in lo
al languages.This should be available on the web for the farmers to read, assimilate and use. There is alsothe need for 
ross-language information transfer where 
limati
 and agri
ultural 
onditions aresimilar (like Bengal, Bihar, Assam, and Orissa), thereby avoiding dupli
ation of resear
h andinformation hunting e�ort. The need for multilingual information pro
essing is enormous for a
ountry like India.A sizable amount of information present on the Internet is in languages other than English,su
h as Spanish, Fren
h, Russian et
. This also 
reates a language barrier as the people who donot know these languages 
annot a

ess the information available in them. World Wide Web(WWW) is largest repository of knowledge known and a language gap here is obviously a bigdrawba
k.With growing amount of information available on the WWW, it is be
oming more and morediÆ
ult for the people to �nd the information they are looking for on the net, even with the helpof sear
h engines. It is be
ause most of the 
urrent sear
h engines do a pattern based sear
h onthe do
uments. They treat a web do
ument and the query as nothing more than a bag of words.They do not try to �nd out the meaning of the query and pin-point the exa
t information theuser is looking for. This leads to retrieval of lots of irrelevant pages as well (Problem of lowrelevan
e). And in some 
ases, many relevant pages are missed out (Problem of low re
all).Thus, a user has to sear
h through hundreds of pages to �nd out relevant information.With the steadily growing power and reliability of Natural Language Pro
essing, the UNL[1℄ 
an be a generous 
ontributor in the realization of highly dependable sear
h engines. Inthis report, a meaning based sear
h engine is presented whi
h 
an be used as a multi-lingualplatform for all sorts of sear
h queries. Be
ause the sear
h engine is multi-lingual, its rea
h isautomati
ally expanded. The meaning based part of the sear
h engine ensures that the usergets all and only the relevant pages in response to his query.
1.3 Related workIn this se
tion a brief review of the work related to this proje
t is presented. This allows us toput our model in perspe
tive of the �eld.



1.3. RELATED WORK 31.3.1 Existing Sear
h EnginesThe most 
ommon sear
h engine on the web, Google, is widely believed to be the best exampleof a traditional sear
h engine, whi
h is restri
ted to a single language (English in this 
ase). It'sa text based sear
h engine that 
onsiders a query and do
uments as nothing more than a bag ofmeaningless patterns. Also, it returns a lot of useless and sometimes garbage information, whi
hnot only take up a lot of 
omputing and bandwidth resour
es, but also is very 
umbersome. Ituses the famous PageRank algorithm [3℄, whi
h ranks the do
uments a

ording to the hyperlinkstru
ture, 
oupled with the lo
al query spe
i�
 s
ore to give the �nal rank to a page [2℄.1.3.2 Existing Meaning-Based Sear
h EnginesOnly a few meaning based sear
h engines have been developed so far. Though the attemptsmade are highly laudable but their results are nowhere 
lose to the mark and therefore theyfailed to be 
ommer
ial su

esses. A few of su
h earlier attempts are mentioned below.Sear
h engines like oingo.
om, ex
ite.
om and simpli.
om also provide meaning based sear
h-ing. Laun
hed in O
tober 1999, Oingo has already introdu
ed three fully fun
tional produ
ts:Dire
tSear
h, DomainSense and AdSense. Dire
tSear
h, a meaning-based sear
h te
hnology,uses the 
ompany's ontology to provide more pre
ise and e�e
tive sear
h results. DomainSense,Oingo's meaning-based domain name suggestion te
hnology, 
urrently in
reases domain namesales for leading registrars around the world. AdSense serves the most highly targeted adver-tisements on the Internet; e�e
tively targeting advertisements based on sear
h meanings ratherthan keywords. But none of these sear
h engines is a true meaning based sear
h engine asnone of them 
onsiders the meaning emerging from the inter
onne
tion of words. Their resultsfor many queries are sometimes even worst than Google, whi
h, as we know, is not a meaningbased sear
h engine.Dmitry Sergeevi
h Ermolaev, a Russian programmer, invented an Intelligent Semanti
,Clever, meaning-based Sear
hing System for Text Information whi
h took into 
onsiderationthe meaning of spe
i�
 words or queries being sear
hed. Unfortunately, this 
ould not gainmu
h industrial popularity.Another step in the dire
tion of meaning based sear
hing was taken by a proje
t of Chi-nese A
ademy of S
ien
es. This proje
t, a

omplished in 1998, worked on simpli�ed Chineseand English. This proje
t provided the 
exibility of adding Traditional Chinese (Big5) andTraditional Chinese (EUC) in the future. Its established system 
onsisted of two subsystems:Organization based subsystem and Web page based subsystem. Organization based subsystemwas developed spe
ially for users to �nd whether a 
ertain organization in China had its ownwebsite and some detailed information about that organization. The web page based subsystemwas developed for users for sear
hing information in the web do
uments.1.3.3 Existing Multilingual Sear
h and Information Retrieval re-sour
esAMultilingual Information Retrieval Tool Hierar
hy (MIRTH) [5℄ for the World Wide Web gavea general model of multilingual information retrieval for Web sear
hing. It 
oped with bothEnglish and Chinese information retrieval. MIRTH �rst 
reated an index �le that 
ontained keyinformation about di�erent Web pages. MIRTH indexed both do
ument titles and do
ument



4 CHAPTER 1. INTRODUCTION
ontents. Users 
ould key in queries of sear
h terms dire
tly via a Web browser. Then, MIRTHstarted a sear
h program that explored the pre-
omputed index �les in real time and yieldedsear
h results a

ordingly.MULINEX: Multilingual Web Sear
h and Navigation Tool [6℄, developed by a 
onsortium
onsisting of �ve European 
ompanies, supports English, Fren
h and German. It supports se-le
tive information a

ess, navigation and browsing in a multilingual environment. The proje
temphasizes a user-friendly interfa
e, whi
h supports the user by presenting sear
h results alongwith information about language, themati
 
ategory, automati
ally generated summaries, andallows the user to sort results by multiple 
riteria.A 
omprehensive review of the work done in the �eld of multilingual information manage-ment 
an be found in a report titledMultilingual Information Management: Current Levels andFuture Abilities [7℄. A site 
ontaining links to two language multilingual sear
h engines 
an befound at [8℄. The European Commission has been working very hard to promote multilinguality,espe
ially within EU in its V EU Framework Programme.1.4 Organization of ReportWe will then look at Universal Networking Language (UNL), whi
h is a language independentway of representing text do
uments, in 
hapter 2. The Sear
h engine model will be des
ribed in
hapter 3. In 
hapter 4 we will study the Fo
used 
rawler in detail. HTML Parser is explainedin 
hapter 5. Chapter 6 explains the page ranking algorithms whi
h are used to order thesear
h results retrieved by the sear
h engine. Experimental results are presented in 
hapter 7.Chapter 8 gives the 
urrent status of implementation of the sear
h engine. Con
lusions andfuture work will be presented in 
hapter 9. The do
ument used for experiments is atta
hed inappendix A.



Chapter 2Universal Networking Language
2.1 Introdu
tionThe Universal Networking Language (UNL) proje
t is a Proje
t of Network-oriented Multilin-gual Communi
ation initiated by the University of United Nations based in Tokyo. The UNLsystem employs an Interlingua approa
h to ma
hine translation. The proje
t has proposed astandard for en
oding the meaning of Natural language expressions in the form of Semanti
hyper-graphs.Universal Networking Language or UNL has been developed to serve the purpose of anintermediate language in the interlingua approa
h adopted to over
ome the language barrier.Universal Networking Language (UNL) [1℄ is an ele
troni
 language for 
omputers to expressand ex
hange every kind of information. Sin
e the advent of 
omputers, resear
hers around theworld have worked towards developing a system that would over
ome language barriers. Whilemany di�erent systems have been developed by various organizations, ea
h has its spe
ialrepresentation of a given language. This results in in
ompatibilities between systems. It istherefore impossible to break language barriers all over the world, even if all the results are
ombined in one system. Against this ba
kdrop, the 
on
ept of UNL as a 
ommon languagefor all 
omputer systems emerged.UNL represents information senten
e by senten
e. This information is represented in theform of semanti
 hyper-graphs. The hyper-graphs have 
on
epts as nodes with semanti
 at-tributes and ar
s bearing semanti
 relations. The hypergraph 
an also be alternatively des
ribedas a set of dire
ted binary relations, ea
h between a two of the 
on
epts present in the senten
e.The UNL expresses information by 
lassifying obje
tivity and subje
tivity. Obje
tivity isexpressed using UW's and relations. Subje
tivity is expressed using attributes atta
hed to theUW's.UNL 
an be said to 
omprise of the following elements:1. UNL expressions2. Binary Relations3. Universal Words (UW)4. Attributes 5



6 CHAPTER 2. UNIVERSAL NETWORKING LANGUAGEThe UW's are the vo
abulary of the UNL and the Relations and Attributes 
onstitute thesyntax of the UNL. We will now take these elements in su

ession and study their nature.2.2 UNL expressionA UNL expression is a hypergraph, where a node may be simple or may re
ursively 
ontaina hypergraph. Hypernodes may also be present in UNL expressions. However, the graphsand sub-graphs must 
ontain a spe
ial node 
alled the entry node. The UNL represents themeaning of a senten
e through a hyper-graph having 
on
epts as nodes and relations as ar
s.Any 
omponent, su
h as a word or a senten
e of a natural language 
an be represented withUNL expressions. A UNL expression therefore 
onsists of a UW (in 
ase of single word) or aset of binary relations (in 
ase of a 
omplete senten
e).2.2.1 Binary RelationBinary relations are the building blo
ks for UNL do
uments. The semanti
 relations betweenthe UWs form the ar
s in the UNL hypergraph. The relations between the UWs have di�erentlabels a

ording to the di�erent roles they play. There are a total of 41 relation labels de�nedin the UNL spe
i�
ations. For example,� agt: de�nes the thing in fo
us whi
h initiates an a
tion.� obj: de�nes the thing in fo
us whi
h is dire
tly a�e
ted by an event or state.� pl
: de�nes the pla
e where an event o

urs or a state if true.� mod: a thing whi
h restri
ts the fo
used thing.Binary relations are 
onstru
ted as follows:<Binary Relation> ::= <Relation Label> j \:" <Compound UW-ID > j \("f<UW1> j \:" <Compound UW-ID1>g \,"f<UW2> j \:"<Compound UW-ID2>g\)"The elements used are de�ned in following mannerRelation Label A relationUW1 and UW2 Universal WordsUW-ID two 
hara
ters of '0' - '9' and 'A' - 'Z'Compound UW-ID two-digit de
imal number (00 - 99)When, a Compound UW-ID appears in the position of a UW, so-
alled the s
ope-node,it is used to refer to a Compound UW previously de�ned. Binary relations indi
ated by theCompound UW-ID de�ne the 
ontents of the s
ope. A s
ope-node always begin with \:"followed by the two digits of a Compound UW-ID. UW-IDs 
an be omitted from the UNLexpressions. This is permissible when a UW is unique in a UNL expression. The UW-ID isused to indi
ate referential information, in 
ases where there are two or more o

urren
es of aUW-
on
ept and they are not 
o-referent.



2.2. UNL EXPRESSION 72.2.2 Universal WordsUniversal Words (UWs) are 
hara
ter strings representing simple or 
ompound 
on
epts. Theyare the nodes of a UNL hypergraph. Con
epts are universal and have a representation in allNatural languages. Universal Words are annotated with attributes to that provide informationabout how the 
on
ept is being used in a parti
ular senten
e. There are two 
lasses of UW's� Simple, unit 
on
epts 
alled Universal Words.� Compound stru
tures of binary relations grouped together and 
alled Compound UWs.These are indi
ated with Compound UW-IDsSyntax of UWA Universal Word is made up of a 
hara
ter string, an English Language word, followed by alist of 
onstraints and a list of lexi
al attributes.The syntax for de�ning a UW is as follows:<UW> ::= <Head Word> j <Constraint List> jj \:" <UW-ID> jj "." <AttributeList>where,� Head Word : An English word interpreted as a label for a set of all the 
on
epts that
orrespond to that word in English. The set 
omprises of all the 
on
epts that may
orrespond to that in English. A Basi
 UW, an UW with no 
onstraints, maps to thisset. A Restri
ted UW, de�ned by its 
onstraint list, denotes a subset of this set that isde�ned by its 
onstraint List. Extra UW's denote new sets of 
on
epts, whi
h don't havea parallel in English. Thus, the Head Word serves to organize the 
on
epts.� Constraints : The Constraint List restri
ts the interpretation of a UW to a subset orto a spe
i�
 
on
ept in
luded within the Basi
 UW, thus the term Restri
ted UWs.The Basi
 UW drink, with no Constraint List, in
ludes the 
on
epts of putting liquids inthe mouth, liquids that are put in the mouth, liquids with al
ohol, absorb and others.The Restri
ted UW drink(i
l>do,obj>liquid) denotes the subset of these 
on
epts thatin
ludes putting liquids in the mouth, whi
h in turn 
orresponds to verbs su
h as drink,gulp, 
hug and slurp in English.The restri
tions of Restri
ted UW's, their Constraint Lists, are Constraints. The Con-straints that use the Relation Labels de�ned above 
an be interpreted as an abbreviatednotation for full binary relations: drink(i
l>do,obj>liquid) is the same as obj(drink(i
l>do),liquid).� Attributes : Provides information on how the 
on
ept is being used. Ex. �past, �plural.� UW-ID : Used to indi
ate some referential information.



8 CHAPTER 2. UNIVERSAL NETWORKING LANGUAGETypes of UW'sUniversal Words are of three types:1. Basi
 UW's, whi
h are bare head words. It denotes all the 
on
epts that may 
orrespondto that in English. They are used to stru
ture the knowledge base and as a fallba
kmethod for establishing 
orresponden
es between di�erent language words when morespe
i�
 
orresponden
es 
annot be found. For example: go, take, house, state2. Restri
ted UW's, whi
h are head words with a 
onstraint list. It denotes a subset ofthe 
on
ept that may 
orrespond to that in English as de�ned by its Constraint List.Ea
h Restri
ted UW represents a more spe
i�
 
on
ept and limits our attention toa parti
ular sense of the word. For example: state(i
l>situation), state(i
l>nation),state(i
l>government)3. Extra UW's, denote 
on
epts alien to the English Language. Foreign-language wordsare used as Head Words using English 
hara
ters. The restri
tions give some idea asto the nature of the 
on
ept. For example: ikebana(i
l>do,obj>
owers) (art of 
owerarrangement), samba(i
l>dan
e) (a kind of a dan
e), sou�(i
l>food,pof>egg) (a dishprepared from eggs)Compound UWsThese are a set of binary relations that are grouped together to express a 
on
ept. A senten
eitself is 
onsidered as a 
ompound UW. Compound UWs are indi
ated by the means of Com-pound UW-ID's. For example:Women who wear big hats in Movie theaters should be asked to leave.Without Compound UWs, it would be impossible to build up 
omplex ideas like \womenwho wear big hats in move theaters" and then relate them to other 
on
epts. A CompoundUW 
an be de�ned by pla
ing a Compound UW-ID immediately after the relation label in allthe binary relations that are to be grouped together. For instan
e, in the 
ase of the abovesenten
eagt:01(wear(i
l>do), woman(i
l>person).�pl)obj:01(wear(i
l>do), hat(i
l>thing))aoj:01(big(aoj>thing), hat(i
l>thing))pl
:01(wear(i
l>do, theater(i
l>pla
e))mod:01(theater(i
l>pla
e), movie(i
l>entertainment))agt:01(leave(i
l>do).�entry, woman(i
l>person).�pl)After this group has been de�ned, the 
ompound UW ID \01" 
an be used to 
ite theCompound UW. A Compound UW is sited using its Compound UW-ID as the UW. The IDis interpreted as the whole set of binary relations de�ned in it. It is a hypernode and shouldhave an entry node of its own.



2.3. ENCONVERTERS AND DECONVERTERS 92.2.3 AttributesAttributes of UWs are used to des
ribe the subje
tivity of senten
es. They show what issaid from the speaker's point of view: how the speaker views what is said. On the otherhand, Relations and UW's des
ribe the Obje
tivity of a senten
e. The Attributes enri
h theinformation 
ontent of the UNL by providing information like the speaker's view of emphasis,fo
us and topi
; the time with respe
t to the speakers. The UNL group has a provided a veryri
h set of attribute whi
h makes it possible to 
apture a great deal of real world situations intothe UNL form. For example: In a senten
e like - It was snowing yesterday - �past is used asattribute, be
ause the speaker is talking about that has happened in the past2.2.4 An ExampleWe give here an example of a UNL expression to provide an insight of the formulation.Only a few farmers 
ould use information te
hnology in the early 1990's.Core Senten
e: Farmers use te
hnology. Spe
i�
 modi�ers are used to enhan
e this senten
eso that it assumes its given form.Equivalent UNL Expression:agt(use(i
l>do).�ability-past, farmer(i
l>person).�pl)obj(use(i
l>do), te
hnology(i
l>thing))mod:01(farmer(i
l>person), few(i
l>number).�indef)mod(:01, only)mod(te
hnology(i
l>thing), information)mod:02(1990(i
l>time), early)tim(use(i
l>do), :02)We 
an represent the above senten
e in the graph form as shown in �gure 2.1. Con
eptsare nodes and Relations are the ar
s. The Root of the Graph is the Entry Node.
2.3 En
onverters and De
onvertersEn
onverters and De
onverters provides the translation fa
ility to the system. The pro
essof 
onverting a sour
e natural language into UNL expressions is 
alled en
onversion, whereas,
onverting the UNL expressions into a target language is 
alled de
onversion.The softwares used for this pro
esses are are 
alled En
onverters (ENCO) and De
onverters(DECO) respe
tively. These softwares are designed as a language independent parsers. They
an work for any language by simply adapting a di�erent set of the grammati
al rules andWord Di
tionary of a language.
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Figure 2.1: The UNL graph for the exampleFor the pro
ess of en
onversion and de
onversion, two �les are used. The �rst �le is adi
tionary that lists 
orresponden
e between the Universal Words of UNL and the words ofa native language. The se
ond �le lists grammati
al rules. Ea
h of these �les is spe
i�
 toa parti
ular language and are developed a

ording to the UNL Spe
i�
ations and the UNLKnowledge Base.Presently ENCO and DECO softwares for many languages in
luding English, Hindi, Marathi,Spanish, Russian and Italian are under various stages of development.2.3.1 En
onverterThe EnConverter is a language independent parser, whi
h provides a framework for morpho-logi
al, synta
ti
, and semanti
 analysis syn
hronously. It would be impossible to solve all theambiguities even in a morphologi
al analysis if the synta
ti
 or semanti
 analysis is performedsyn
hronously. Also, it would be impossible to solve every ambiguity in a synta
ti
 analysis inthe absen
e of semanti
 analysis.The EnConverter s
ans the input string from left to right. When an input string is s
anned,all mat
hed morphemes with the same starting 
hara
ters are retrieved from the di
tionaryand be
ome the 
andidate morphemes. The rules are applied to these 
andidate morphemesa

ording to the rule priority in order to build the synta
ti
 tree and the semanti
 network forthe senten
e. The left 
hara
ter string is s
anned from the beginning a

ording to the appliedrule; the pro
ess 
ontinues in the same manner. The output of the whole pro
ess is a semanti
network expressed in the UNL format.
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onverterThe DeConverter is a language independent generator providing a framework for synta
ti
 andmorphologi
al generation as well as 
o-o

urren
e-based word sele
tion for natural 
ollo
ation.It 
an de
onvert UNL expressions into a variety of native languages, using a number of linguis-ti
 data su
h as Word Di
tionary, Grammati
al Rules and Co-o

urren
e Di
tionary of ea
hlanguage.The DeConverter transforms the senten
e represented by a UNL expression - i.e., a setof binary relations - into a dire
ted hyper-graph stru
ture 
alled Node-net. The root nodeof a Node-net is 
alled Entry Node and represents the main predi
ate of the senten
e. TheDeConverter applies generation rules to every node in the Node-net and generates the wordlist in the target language. In this pro
ess, the synta
ti
 stru
ture is determined by applyingSynta
ti
 Rules. Morphemes are similarly generated by applying Morphologi
al Rules.The DeConverter's generation ability is similar to that of a Turing ma
hine. It is 
apable ofgenerating all types of senten
es, appli
able to all languages. Co-o

urren
e Relations betweenwords 
ontribute to a better word sele
tion. This means it is possible to generate more naturalsenten
es by using Co-o

urren
e Relations.



Chapter 3The Sear
h Engine Model
3.1 Introdu
tionThis 
hapter des
ribes the overall stru
ture, data and 
ontrol 
ow of the meaning based mul-tilingual sear
h engine. Various modules that make up the sear
h engine and brief des
riptionof their implementation is presented here.3.2 ModulesAll the modules of the sear
h engine are shown in the �gure 3.1.
3.2.1 Crawler ModuleThe World Wide Web, having over 350 million pages, 
ontinues to grow at a million pages perday. About 600 GB of text 
hanges every month. This has posed serious problems of s
ale forthe 
rawler and the sear
h engine.Undoubtedly, we need a general purpose 
rawler for a general sear
h engine, but presentlywe are 
onsidering only the domain of agri
ulture as the sear
h engine's domain. This is be
ausethe English to UNL En
onverter is not fully developed yet and will require some more resear
hand time before it 
an 
onvert all of the English senten
es into UNL su

essfully. So, till thatis done, we de
ided to fo
us on a narrow domain for our sear
h engine.Be
ause of the above mentioned problem, we will need the 
orpus only for the agri
ulturaldomain. One way of doing this will be to use a general purpose 
rawler whi
h will 
rawl thewhole web and then sele
t out the do
uments relevant to the agri
ultural domain from it. Buta giant, general purpose web 
rawler is nor ne
essary not suÆ
ient for this purpose. It will leadto a lot of time and spa
e wastage. It is unreasonable to 
rawl and index 350 million pagesjust to distill pages related to agri
ulture from it. Also, the overhead will severely dampen the
rawler's ability to refresh the pages related to agri
ulture domain.A fo
used 
rawler will be mu
h more relevant for our problem. Instead of 
rawling andindexing the whole web, a fo
used 
rawler only 
rawls the web pages that are likely to be most12
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Figure 3.1: Blo
k Diagram of the Sear
h Engine



14 CHAPTER 3. THE SEARCH ENGINE MODELrelevant for the domain at hand and avoids irrelevant pages of the web. This leads to signi�
antsavings in hardware and network resour
es and keep the 
rawl more up-to-date.As shown in the �gure 3.1. The 
rawler module will 
rawl the web and make a HTML
orpus, whi
h will be then fed into the HTML Parser. At this stage ea
h do
ument is assigneda unique id. The mapping from do
ument-id to the do
ument details is kept in a table 
alleddo
index. The 
rawler updates do
index with details of the do
uments 
rawled. do
index
ontains some important details about the do
uments like its do
id, name/title, its web link,date of 
rawl, do
ument language and number of lines within do
ument. The last two �eldsare updated by the HTML Parser when it pro
esses the do
ument.3.2.2 En
onverter moduleEn
onverter module, as the name suggests, 
onverts the natural language do
uments into theirequivalent UNL representation. As des
ribed earlier, ENCO is the software that is used forthis purpose. This software is designed as a language independent parser. Be
ause the sear
hengine is multi-lingual, it will naturally 
onsist of more than one set of di
tionaries and rulebases, one for ea
h language to UNL 
onversion.This sear
h engine is being developed on the Linux platform, but the ENCO software isavailable only for the windows platform. To over
ome this diÆ
ultly, the En
onverter module isimplemented on windows and a spe
ial En
onverter server is setup on a Windows 2000 ma
hine.This server has ENCO software running on its ba
k end.Whenever the system (running on linux) needs to perform en
onversion, it sends the sen-ten
e(s) to the en
onverter server. Based on the language spe
i�ed by the user in a spe
ialvariable, the en
onverter loads the 
orresponding di
tionary in the ENCO software. The ENCOthen 
onverts the senten
e to its UNL representation using the di
tionary and the rule base.The en
onverter server then replies ba
k (to the requesting pro
ess) with the UNL equivalentof the query.This system strips o� the tags like [S℄ and the 
omments whi
h are produ
ed by the ENCOsoftware and returns only the UNL expressions. In 
ase, when there is only a single word in asenten
e, the system replies with a \W" followed by a newline and then the UW 
orrespondingto the word. This is done, so that the sear
h 
ore 
an distinguish between single word and setof binary relations and use di�erent algorithms for mat
hing a

ordingly.3.2.3 De
onverter moduleThis module is similar to the En
onverter module ex
ept that it will 
onvert the UNL represen-tation ba
k to any language (for whi
h it has DECO software). This module is also implementedon the windows platform. It will be required to 
onvert the do
uments whi
h the sear
h enginereturns in the user's language.Both the En
onverter and De
onverter modules are implemented as a PHP s
ript runningon apa
he web server on a Windows ma
hine. A single s
ript (query2.php) is used for boththese servers. Based on what is requested (en
onversion or de
onversion) through a spe
ialparameter (what), the PHP s
ript runs the appropriate software with the 
orre
t language rulebase and di
tionary (found out using another parameter -lang) and returns the result.



3.2. MODULES 153.2.4 HTML ParserThis module parses the HTML do
uments 
rawled by the 
rawler in order to separate theformatting (HTML tags) from the senten
es. The design of the do
ument is stored in the do
-ument design template, whi
h 
onsists of only HTML tags with the pla
eholders for senten
es.For example, for a HTML do
ument:<HTML><HEAD><TITLE>A sample do
ument</TITLE></HEAD><BODY><H1>This is the heading.</H1><P>This is the do
ument line 1. This is do
ument line 2.</P></BODY></HTML>the do
ument design template is (using \-" as the senten
e pla
eholder, in a
tual pra
ti
e arare 
hara
ter like ASCII(001) is used in pla
e of \-")<HTML><HEAD><TITLE>-</TITLE></HEAD><BODY><H1>-</H1><P>--</P></BODY></HTML>and the senten
es extra
ted are:A sample do
umentThis is the heading.This is the do
ument line 1.This is do
ument line 2.Thus by just merging the senten
es and the do
ument design we 
an get ba
k the originalHTML do
ument. Even if we translate the senten
es into some other language, we 
an still



16 CHAPTER 3. THE SEARCH ENGINE MODELpresent the user with the same look and feel of the original web page by merging together thetranslated senten
es and the do
ument design template.The HTML parser also determines the language of the do
ument by using the languageMETA tag or other heuristi
s and the number of senten
es present in a do
ument. These arethen updated in the do
index. The senten
es extra
ted by the HTML parser are then sent tothe appropriate ENCO (based on the language of the do
ument) for en
onversion into UNL.Thus a UNL 
orpus is built, whi
h 
onsists of UNL representation of the do
uments.3.2.5 Indexer ModuleThis module takes as input the UNL 
orpus and generates a UNL index, whi
h is used bythe sear
h module to qui
kly �nd the relevant do
uments and 
al
ulate their relevan
e. Thismodule itself 
onsists of two sub-modules.Prepro
essorThis module prepro
esses the UNL do
uments and 
onverts them to a intermediate form whi
his then indexed by the indexer. Following steps are performed by this module:1. All unne
essary spa
es and tabs are removed.2. All attributes of the Universal Words (UWs) are removed. Removing the attributes donot e�e
t the sear
h results and in some 
ase may even improve the re
all of the sear
hengine.3. Some of the UWs are not assigned any UW-ID by the En
onverter software. UW-IDs 
anbe omitted from the UNL expressions when a UW is unique in a UNL expression. For
onsisten
y in indexing pro
edure, a unique dummy UW-ID is assigned to the UWs nothaving any UW-ID. This also simpli�es the partial mat
hing algorithm.4. All the 
ompound UW ids are repla
ed by the a
tual UNL expression of all the relationsin the subgraph, sorted alphabeti
ally and separated by an unique 
hara
ter (\^" inour 
ase). All the normal UW ids present inside su
h a subgraph is removed beforesubstituting it for the 
ompound UW id.5. The UW id of su
h a subgraph is kept as the 
ompound UW id representing that subgraphin the original UNL expression.6. All the 
ompound UW ids are removed.For example, if input UNL expression is:[S℄aoj(
ontribute(i
l>support>be(aoj>thing,obj>thing)):0S.�entry.�present.�pred, :01)gol(
ontribute(i
l>support>be(aoj>thing,obj>thing)):0S.�entry.�present.�pred,produ
tivity(i
l>quality>property):1O)man(
ontribute(i
l>support>be(aoj>thing,obj>thing)):0S.�entry.�present.�pred,



3.2. MODULES 17immeasurably(i
l>how):13)mod(produ
tivity(i
l>quality>property):1O, farm(i
l>pla
e):1J)and:01(geneti
s(i
l>natural s
ien
e>s
ien
e):0J.�entry,breeding(i
l>a
tivity>abstra
t thing)):06)mod:01(breeding(i
l>a
tivity>abstra
t thing)):06,plant(i
l>living thing>
on
rete thing):00)[/S℄the resulting output after these steps will be:
[S℄aoj(
ontribute(i
l>support>be(aoj>thing,obj>thing)):0S,and(geneti
s(i
l>natural s
ien
e>s
ien
e),breeding(i
l>a
tivity>abstra
t thing)))^mod(breeding(i
l>a
tivity>abstra
t thing)),plant(i
l>living thing>
on
rete thing)):01)gol(
ontribute(i
l>support>be(aoj>thing,obj>thing)):0S,produ
tivity(i
l>quality>property):1O)man(
ontribute(i
l>support>be(aoj>thing,obj>thing)):0S,immeasurably(i
l>how):13)mod(produ
tivity(i
l>quality>property):1O,farm(i
l>pla
e):1J)and(geneti
s(i
l>natural s
ien
e>s
ien
e):0J,breeding(i
l>a
tivity>abstra
t thing)):06)mod(breeding(i
l>a
tivity>abstra
t thing)):06,plant(i
l>living thing>
on
rete thing):00)[/S℄
IndexerThis module separates the resulting UNL expressions got from the prepro
essor into relation,�rst UW, se
ond UW, �rst UWs id, se
ond UWs id. It than updates the UNL index with thesevalues, whi
h is again a table in the mysql database.If a senten
e 
onsists of only single Universal Word, it is also indexed into the index withthe value of �rst UW as the UW given and all other �elds as null.3.2.6 Sear
h ModuleThis is the nu
leus of the sear
h engine. It takes as input the UNL index generated by theinterfa
e module and a query (in UNL form) and returns a list of do
uments mat
hed a

ordingto de
reasing order of their relevan
e along with lines mat
hed and the relevan
e (rank) of the



18 CHAPTER 3. THE SEARCH ENGINE MODELpage. This module uses the same prepro
essor used by the indexer module to prepro
essthe UNL query. This module does a partial sear
h on the UNL do
uments. The relevan
ereturned is 
al
ulated by 
ombining the global page rank and the query spe
i�
 page rank ofthe do
ument as explained in 
hapter 6.For senten
es 
onsisting of a single UW, the normal partial mat
hing algorithm is not used.This 
ase is handled separately in the sear
h Module. As we 
an 
learly see, in 
ase of singleUW, we 
an simply �nd the do
ument senten
es having those UWs, as the index (unlindex)
ontains all the UWs present in a senten
e (UW1 and UW2). The rq(s) (refer 
hapter 6) for thedo
ument senten
es found is taken as 1. Other (non-mat
hing) senten
es are given rq(s) = 0.The 
ore of this module is written in C++. It just takes as input the query in UNL. APHP s
ript is used as a wrapper for this module. This s
ript, after getting the query in userslanguage, �rst 
onverts it into UNL. Then it 
alls the C++ sear
h program, whi
h returns theresults in a raw format. Only the relevant line numbers are returned, as the 
ore is not awareof the language of interfa
e from whi
h it is being 
alled. This PHP s
ript parses the resultsand with the help of de
onverter module translates the relevant lines into the users languageand displays all the results in a HTML page generated on the 
y.3.2.7 Post Pro
essorIn the output produ
ed by the sear
h module, user has links to view the do
ument in di�erentlanguages. This module is 
alled when user wants to see a do
ument in a parti
ular language.The inputs to this module are the do
 id and the language in whi
h to show the do
ument. Thismodule, with the help of De
onverter module translates the UNL do
ument into the languagerequested by the user. But this translation will be just a number of senten
es. Now it takesthe do
ument design template, 
reated by the HTML parser and merges the senten
es with itto produ
e a 
omplete HTML page.This module �rst 
he
ks if the de
onversion that is requested is already present in 
a
he.If the do
ument is present in 
a
he (publi
_html/data dire
tory), it uses the 
a
hed senten
es.In 
ase the de
onversion is not available it 
alls the De
onversion server running on windowsma
hine to de
onvert the do
ument into the user requested language and 
a
hes its output.Now it uses this senten
e 
a
he to generate the HTML page.This module is implemented with the help of a PHP s
ript (postp.php) and a C++ program(postp.C).3.2.8 Interfa
e ModuleThis module is responsible for intera
tion with the user and giving him ba
k the results in auser friendly way. This module is implemented entirely in HTML and PHP. Interfa
es for Hindiand English query are 
urrently implemented.A number of interfa
es will have to be developed, one ea
h for ea
h di�erent languagesupported by the sear
h engine. An interfa
e for a parti
ular language, say X, displays thequery page in language X. When the user enters the query in X language, this interfa
e sendsthis query to the sear
h module that returns all the relevant information needed by the interfa
eto display the results. The interfa
e will then take this output and prints the results a

ordingto de
reasing order of relevan
e, a link to the original do
ument, the original language of thedo
ument, the lines mat
hed in the do
ument (
onverted into language X) whi
h provide as a
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ument, the relevan
e ratio (rank) and the link whi
h points to thedo
ument 
onverted to language X.IITK to DYTT-Yogesh ConverterPresently, in the Hindi interfa
e the users input in taken in IITK format. But, to display theHindi s
ript on the HTML web page, we need to 
onvert it into a viewable font. We are usingthe DVTT-Yogesh font for this purpose. The software for 
onverting the plain text IITK formatinto DVTT-Yogesh font is available. Unfortunately, this software is also available for windowsplatform.Therefore, it is ne
essary to send the text in IITK format to windows ma
hine for 
onversioninto DVTT-Yogesh font. We are using the same PHP s
ript, whi
h is being used for en
onverterand de
onverter modules, for this purpose also. When the variable what is set to \
onvert", thiss
ript runs the IITK to DVTT-Yogesh 
onverter and sends the resulting text ba
k to requestingpro
ess.3.3 Organization of DataThe system organizes its data in various tables and dire
tories as explained below:1. HTML Corpus: As explained earlier, this 
orpus is built by the 
rawler as it 
rawls theweb. This 
orpus is kept in a dire
tory 
alled html. This dire
tory 
ontains the HTML�les in plain text format. The �le names are the do
id's assigned to the do
ument (to-gether with .html extension). The mapping from do
id to do
uments is kept in do
indextable.2. Do
ument Index : This index is kept in a MYSQL table named unldo
index. The�elds of this table are:� do
id : The unique id assigned to do
ument. (primary key)� orilink : The link from whi
h the do
ument was 
rawled.� language : Language of the original do
ument.� numlines : Number of senten
es in the do
ument.In future, more �elds (e.g. date/time 
rawled et
.) 
an be added to this table as the needarise.3. Do
ument design template : This is the design of the do
ument with the pla
ehold-ers for senten
es. These designs are kept in the publi
_html/design dire
tory. The�lenames are the do
id's of the 
orresponding do
uments and the extension is des.4. UNL Corpus : The UNL expressions of the do
uments is kept in publi
_html/datadire
tory. The �lenames is do
id's of the 
orresponding do
uments and the extension isunl.
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es : The senten
es extra
ted by the HTML Parser are kept in publi
_html/datadire
tory with �lename as the do
id of 
orresponding do
ument and extension as .Lan-guage, where language is the sour
e natural language of the senten
es. For example theextension will be .English for English senten
es.This dire
tory is also used as 
a
he dire
tory by the post-pro
essor with the same naming
onvention as des
ribed above. So, if the original do
ument is in English and user wants tosee the do
ument in English, the English are not generated afresh, but the same originalsenten
es extra
ted by the HTML Parser are used.Currently, the �les in 
a
he are not deleted. In future, we may want to delete old 
a
hedsenten
es �le when the size of this 
a
he dire
tory ex
eeds a limit.6. UNL Index : The UNL do
uments are indexed in this index. It is kept in a mysql tablenamed unlindex. The �elds of this table are:� REL : Relation name.� UW1 : First parameter of the relation.� UW2 : Se
ond parameter of the relation.� UW1ID : ID asso
iated with UW1.� UW2ID : ID asso
iated with UW2.� do
id : Unique ID assigned to the do
ument.� sent : Senten
e number.3.4 Control FlowThe modules des
ribed above and their inter-
onne
tions are shown in �gure 3.1. As UNL isthe underlying representation used, it makes the sear
h engine both meaning based and multi-lingual. All do
uments are stored in their UNL form, whi
h is nothing but the meaning of thedo
uments. This eliminates the language barrier. When the user enters a query, the queryis also 
onverted to its meaning (UNL). Then a meaning based sear
h is performed on theUNL do
uments and results are ordered a

ording to their ranks. The user 
an give a query invarious languages and the results will be displayed in the language in whi
h the user gave thequery. The do
uments returned will also be translated to the user's language.The user interfa
e is the pla
e where the user submits his query. The query is in turn
onverted into a UNL expression by the EnConverter and then given to the sear
h 
ore. TheSear
h Core then sear
hes the query using the unlindex generated by the indexer module. Theresults returned by the sear
h 
ore, whi
h also 
ontains the relevant line numbers, are parsedby a PHP s
ript (a di�erent PHP s
ript is used for ea
h language). The PHP s
ript feeds therelevant line numbers to the DeConverter or reads them from the 
a
he if they are available,and then displays the de
onverted senten
es in the user's language so that the user gets an ideaabout the do
ument.When the use 
li
ks on a link on the results page, the post pro
essor is 
alled to generate thedo
ument's HTML page in users language. The postpro
essor 
alls the de
onverter to 
onvertthe do
ument senten
es to user language and then merges it with do
 design template to �nallygenerate the do
ument in users language.



Chapter 4Fo
used Crawler
4.1 Introdu
tionThe World Wide Web, having over 350 million pages, 
ontinues to grow at a million pages perday. About 600 GB of text 
hanges every month. This has posed serious problems of s
ale forthe 
rawler and the sear
h engine. The present day 
rawlers, su
h as Alta Vista's S
ooter andGoogle's Google Bot, uses a massive amount of resour
es to 
rawl and index the huge web. Inspite of these e�orts, these bots are able to 
over only 30 to 40 per
ent of the web and therefreshes takes one or two months on an average. This problem is partly due to their e�orts totry to 
ater to every possible query that might be made on the web.Compared to web, human brain has grown only linearly from 400 to 1400 
ubi
 
entimetersin the last 3.5 million years. Clearly, this information explosion is 
ausing information overloadfor a web user. Most of the web users are usually 
on
erned with information belonging toa spe
i�
 domain. Whenever they give a query, they are mostly interested in results from aspe
i�
 domain. A giant, all-purpose 
rawl is neither ne
essary nor suÆ
ient for this purpose.It is also unreasonable to have to �rst 
rawl and index 350 million pages in order to distill pagesof a small domain! Mu
h of this index would never be used, but, burdened by the responsibilityof maintaining this huge index, the 
rawler would not be able to preferentially and frequentlyrefresh and further explore relevant regions of the web.A fo
used 
rawler will be mu
h more relevant in this 
ase. Instead of 
rawling and indexingthe whole web, a fo
used 
rawler only 
rawls the web pages that are likely to be most relevantfor the domain at hand and avoids irrelevant pages of the web. This leads to signi�
ant savingsin hardware and network resour
es and keep the 
rawl more up-to-date.4.2 AlgorithmFor making an automati
 fo
used 
rawler we need to somehow present to it the domain of
rawling. There 
an be many ways to do this, but the most widely used te
hnique is to give itsome positive example of pages that belong to the domain. We 
an give the fo
used 
rawler aset of pages that represents a domain.We initially present the 
rawler with Yahoo 
ategories, whi
h des
ribe a domain. The
rawler 
an then 
rawl the 
ategories given as well as any sub
ategories present in them andextra
t all the web links to the pages inside these 
ategories. These pages are then taken as21



22 CHAPTER 4. FOCUSED CRAWLERthe model for the domain of 
rawling. These set of pages are then presented to a do
ument
lassi�er [9℄ whi
h forms of a model for the domain. Based on this model the 
lassi�er 
angive relevan
e s
ore to new do
uments, whi
h is a measure of their relevan
e to the domainpresented.After the 
lassi�er is trained, we 
an start the main fo
used 
rawler. Our aim is to 
rawlas many relevant pages possible while avoiding the non-relevant pages. To a
hieve this, wenote that pages that are relevant to the domain of 
rawling have greater probability of havingout-links to pages that are also relevant. At any given time, all the links, whi
h are not yet
rawled, are kept in a table along with their priority of 
rawling. This priority is measure ofour belief that the link will point to a page belonging to domain of 
rawling. The 
rawlingpriority of a link is taken as the relevan
e of its parent page (i.e the page from whi
h the linkwas extra
ted). The 
rawler pi
ks up the link of highest priority and 
rawls it. Then it presentsthis page to the 
lassi�er that gives it a relevan
e s
ore. If this s
ore is below a threshold thepage is not in
luded in the 
orpus. Otherwise, the link present in this page are extra
ted andadded to the links table. There priorities are taken as the relevan
e of the 
urrent page. Inthis fashion, the 
rawl 
ontinues, until all links are exhausted or the 
rawler is stopped (in 
asesuÆ
ient 
orpus is already built).
4.3 ImplementationA primitive fo
used 
rawler, inspired by the fo
used 
rawler des
ribed in [4℄, was implementedin this proje
t. This 
rawler was written in Unix shell s
ript. The 
rawler takes as input a �le
ontaining yahoo dire
tory's 
ategories, whi
h we believe represents a domain of 
rawling. Itthen extra
ts all the out-links from the page using the lynx pa
kage. Out of these out-links, theout-links to other yahoo 
ategories are identi�ed, whi
h 
an be easily done as the links of yahoo
ategories are of the form http://dir.yahoo.
om/XXX. From these, only those links that aresub 
ategories of the present 
ategories are marked for further 
rawling. Rest of the 
ategoriesare saved in spe
ial �le 
alled suggestions. Rest of the links, whi
h are links to the web pagesrepresenting the domain are saved in another �le 
alled links.After links from all yahoo 
ategories, and their sub 
ategories are extra
ted, the web pagelinks present in the links �le are 
rawled using wget utility. Some of the links (images, otherhtml do
ument) in the 
rawled pages may be relative. We need to 
onvert these relative linksinto absolute links be
ause we will be showing the user a 
a
hed version of page in whi
h therelative links will not work. To 
onvert these links, we 
an either add a base URL tag on thetop of the 
rawled page or pre�x the relative links with the base url of the page. After the
rawl is over we will get a set of html pages, whi
h 
an be then presented to the 
lassi�er forbuilding a model, whi
h will be used by the se
ond stage 
rawler to start a fo
used 
rawl asdes
ribed above.This 
rawler was started by giving http://dir.yahoo.
om/S
ien
e/Agri
ulture as the initial
ategory. At the end of the 
rawl it gave 319 yahoo 
ategories as suggestions and 
rawled 1798web pages.



4.4. CURRENT STATUS AND FUTURE WORK 234.4 Current Status and Future WorkOnly a part of fo
used 
rawled was 
ompleted in the 
urrent proje
t. The se
ond part of the
rawler, whi
h will 
rawl the web based on the suggestions from the 
lassi�er, is still to beimplemented.



Chapter 5HTML Parser
5.1 Introdu
tionParsing is the pro
ess of stru
turing a linear representation in a

ordan
e with a given Grammar. The linear representation may be a senten
e, a 
omputer program, a knitting pattern, asequen
e of geologi
al strata, a pie
e of musi
, a
tions in ritual behavior, in short any linearsequen
e in whi
h the pre
eding elements in some way restri
t the next element. For some ofthe examples the grammar is well known, for some it is an obje
t of resear
h and for some ournotion of a grammar is only just beginning to take shape. Here we have to identify the stru
tureof the HTML do
ument so as to separate the information and the style of the do
ument.The obje
tive of the HTML parser is to re
ognize the stru
ture of the HTML do
ument soas to break it into HTML tags and senten
es. The HTML tags de�ne the look and style ofthe do
ument. The senten
es 
ontain the information, whi
h form the knowledge base for thesear
h engine.5.2 ImpetusThe Fo
used Crawler is going to 
rawl the web and 
olle
t web pages from a spe
i�
 domain,in this 
ase the agri
ultural domain. Later these web pages are stored in a database. TextualInformation from these HTML formatted do
uments is to be extra
ted whi
h is then passed toen
onverter to make the UNL 
orpus.The HTML Parser stores design of the do
ument in the do
ument design template, whi
h
onsists of only HTML tags with the pla
eholders for senten
es. The senten
es are stored in aseparate �le, with ea
h senten
e separated by a newline 
hara
ter.A HTML do
ument is 
omposed of tags besides textual information. These tags de
ide howthe do
ument looks. If we separate the senten
es from the tags, we 
an have these senten
esavailable for sear
h engine, also if the do
ument is required to be translated into anotherlanguage, it 
an be and later the tags 
an be reatta
hed to the translated senten
es. Thiswould preserve the style of the do
ument. Thus the user shall see the retrieved do
ument in hisnative language with exa
tly the same style as that of the original non-translated do
ument.24



5.3. ALGORITHM 255.3 AlgorithmThe HTML 
ode for a web page 
onsists of various tags and attributes as well as textualinformation. The tags are identi�ed by the simple stru
ture <ABC>. So anything inside a tagis irrelevant as far as HTML parser is 
on
erned. However lot of pro
essing is needed for thetextual part.The only thing relevant between the <HEAD> and the </HEAD> tag is the title of thedo
ument whi
h 
an be easily extra
ted by extra
ting the string between the <TITLE> and</TITLE> tag. Everything ex
ept the title 
an be dumped into do
 design template as theHEAD part of HTML 
ode does not 
ontain any senten
es.However the textual information 
an be in many forms like paragraphs, senten
es, pointsand tables. The 
urrent version of the HTML Parser assumes that textual information insideweb pages appear as simple senten
es terminated by standard senten
e delimiters like \.", \?"and \!".The parser dumps all the HTML tags and other style information in do
 design template aslong as it does not en
ounter some textual part. As soon as it en
ounters a senten
e, it beginsto write the senten
e in the senten
e �le. Now the main problem is how to �nd the end ofsenten
e. We note that the end of senten
e 
an be marked either by a senten
e delimiter or bya senten
e ending tags like <BR>, <P>, </P> et
. After �nding out the end of senten
e bythe above heuristi
s, it writes the senten
e in senten
e �le followed by a newline and a spe
ial
hara
ter is written to the do
 design template in pla
e of this senten
e to mark its position.5.4 Problems fa
ed and proposed solutions� The dot 
oming after the abbreviations like Dr., Mr., Mrs. should not be treated as asenten
e terminating 
hara
ter. In other words the program should distinguish betweensenten
e terminating full stop and the dot after an abbreviation. This issue 
an beresolved by keeping a list of abbreviations. Whenever a dot is en
ountered and wordjust pre
eding it is one of the abbreviations then the dot is not 
onsidered as a senten
eterminator.� If any HTTP address is present in the do
ument then the question mark or the dotsappearing in them should not be treated as the senten
e terminating 
hara
ters. We 
anidentify the HTTP addresses by the \http://" part, or by \www." part, or by �ndingout if there are two or more single words separated by a dot without any spa
es betweenthem. Combination of one or more of these heuristi
s will help us to identify a HTTPaddress in the do
ument.� There are spe
ial 
hara
ters, whi
h o

ur in a HTML text like \&lt;", \&#22;" and\&nbsp;". These are Numeri
al Entity 
odes. Whenever we en
ounter su
h 
hara
tersinside the textual information part of a HTML do
ument, the symbol is read and referredto a list to �nd out the 
hara
ter it is representing. On
e it is known the Numeri
alEntity 
ode is repla
ed by the 
orresponding 
hara
ter in the text bu�er and the normalpro
essing is 
arried on.� Also 
ertain HTML text needs to be handled separately e.g. This is a <B>big</B>



26 CHAPTER 5. HTML PARSERstring. In this 
ase we 
annot preserve the <B> and </B> tags with the s
heme men-tioned. To over
ome this problem, we 
an simply drop these kind of tags. Note that thiswill result in loss of style of the HTML do
ument. Another approa
h 
an be to expandthe 
urrent simple put a 
hara
ter to mark a senten
e s
heme and add some more infor-mation in the do
 design template to �nd out where exa
tly su
h kinds of tags are to beput when the HTML do
ument is being generated from the translated senten
es and thedo
 design template.5.5 Future VisionIn future as more and more web do
uments will be analyzed, we will be �nding more 
omplex-ities, whi
h 
an be solved by devising solutions and adding suitable 
ode for the same in theoriginal 
ode. The simple fa
t is that the HTML do
uments subs
ribe to various standards likethe W3C, Mi
rosoft Internet Explorer Extensions, Nets
ape Navigator Extensions et
. Besideswe have di�erent versions of HTML like HTML2.0, HTML3.2 whi
h again serve as independentstandards. So it is highly likely to �nd some aberrations in the HTML Parser outputs. Theonly solution to the problem lies in 
ontinually testing the parser against various web pagesand adding new rules so that it is able to handle more and more HTML pages.



Chapter 6Relevan
e and Ranking
6.1 Introdu
tionA web sear
h engine not only returns a set of pages in response to the user's query, but it alsohas the job of arranging the pages in de
reasing order of their relevan
e. The relevan
e of aweb page is the measure of the web page's importan
e with respe
t to a sear
h query. Theimportan
e of web page is inherently a subje
tive matter, whi
h depends on reader's interests,knowledge and attitudes. In spite of this there is mu
h that 
an be said obje
tively about therelative importan
e of web pages that are retrieved in response to a sear
h query.This kind of ranking of web pages is important in many respe
ts. It saves time and energyof the sear
h engine user, be
ause the user will �nd the pages that are most likely to be relevanton the top of the sear
h results. The de�nition and implementation of the relevan
e dire
tlya�e
ts implementation details of many other aspe
ts of sear
h engine su
h as indexing anddata stru
tures used for representing the pro
essed 
orpus. Finally, it a�e
ts the Pre
ision andRe
all of the sear
h engine, the two most important measures used for judging the results of asear
h engine.The relevan
e of a page to a given query is fun
tion of the global page rank and queryspe
i�
 page rank.6.2 Global Page RankThe global page rank measures the relative importan
e of the web pages. It does not take intoa

ount the user's query to 
al
ulate the rank of the page, instead the hyperlink stru
ture ofthe web is 
onsidered to 
al
ulate the page rank.Even without the knowledge of the a
tual 
ontents of a web page, we 
an predi
t a lotabout the relative importan
e of web pages but looking at the overall link stru
ture of theweb. Generally, highly linked pages are more important than pages with few links. This simple
itation 
ounting is not suÆ
ient for �nding the importan
e of a page. For example, if a webpage is linked by Yahoo home page it will be more important than a page whi
h has ten links,but from obs
ure pla
es. 27



28 CHAPTER 6. RELEVANCE AND RANKING6.2.1 PageRankPageRank [3℄ 
aptures the above notion of the importan
e of a web page. PageRank, alongwith a query spe
i�
 page rank, is 
urrently used by Google to rank its results [2℄. Intuitively,a page has high PageRank if the sum of the PageRank of its ba
klinks is high. This 
overs boththe 
ase when a page has many ba
klinks and when a page has a few highly ranked ba
klinks.PageRank is de�ned as follows:We assume page A has pages T1 : : : Tn whi
h point to it (i.e., are 
itations). The parameterd is a damping fa
tor whi
h 
an be set between 0 and 1. d is usually set to 0.85. Also C(A)is de�ned as the number of links going out of page A. The PageRank of a page A is given asfollows: PR(A) = (1� d) + dfPR(T1)C(T1) + : : :+ PR(Tn)C(Tn) gNote that the PageRanks form a probability distribution over web pages, so the sum ofall web page's PageRanks will be one. PageRank or PR(A) 
an be 
al
ulated using a simpleiterative algorithm, and 
orresponds to the prin
ipal eigenve
tor of the normalized link matrixof the web.6.2.2 Random Surfer ModelPageRank 
an be thought of as a model of user behavior. We assume there is a random surferwho is given a web page at random and keeps 
li
king on links, never hitting \ba
k" buteventually gets bored and starts on another random page. The probability that the randomsurfer visits a page is its PageRank. And, the d damping fa
tor is the probability at ea
h pagethe random surfer will get bored and request another random page. This model is known asthe Random Surfer Model.6.3 Query Spe
i�
 Page RankThe Global page rank is independent of the sear
h query. Obviously, the relevan
e of the webpage will also depend on the sear
h query given. For example, in a text based sear
h engine, ifthe query X Y (X and Y are words) is given, a page 
ontaining both the terms X and Y will bemore relevant than a page having only X or only Y, assuming the PageRank is same for bothpages.As des
ribed in 
hapter 3 both the query and the do
ument is 
onverted into UNL beforea meaning based sear
h is done. For ea
h senten
e in the do
ument, we will have one UNLgraph. Thus, essentially, we will have a 
olle
tion of UNL graph (do
ument) and a given UNLgraph (query) whi
h need to mat
h with the do
ument. If the query graph is subgraph of anysenten
e graph in the do
ument, then we 
an say that the senten
e is relevant for the queryand the do
ument should be retrieved in the results. Intuitively, we need to do a subgraphmat
hing between the query graph and the do
ument senten
e graphs.From experien
e and 
ommon sense, the attributes of Universal words (UW) do not e�e
tto the query mat
hing. So at the prepro
essing stage, all the attributes of the UWs are strippedo�.
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Figure 6.1: Query graph6.3.1 Complete Mat
hingFrom the above dis
ussion, the �rst and easiest algorithm for �nding the relevant do
umentswill be as follows. After the query graph is found, a subgraph 
he
king is done on every senten
egraph in the do
ument. If the query graph is subgraph of a senten
e, that senten
e is 
onsideredrelevant to the query. A do
ument having more proportion of relevant senten
es will be morerelevant to a query. Mathemati
ally, this 
an be expressed as:Rq(d) = Ps2Sd rq(s)jSdjwhere, Rq(d) is relevan
e of do
ument d to the query q. Sd is set of senten
es in thedo
ument d. r(s) is relevan
e of senten
e s to the query q. As mentioned above r(s) = 1 if thequery is subgraph of the senten
e graph, 0 otherwise.To �nd out the results for a query q, we need to look at ea
h and every senten
e of the allthe do
uments! Clearly this is very time 
onsuming and impra
ti
al as number of do
umentson the Internet is huge. Thus we need indexing to redu
e the time 
onsumed in �nding theresults for a given query.The most obvious and relevant indexing s
heme will be to index the whole 
orpus of UNLdo
uments on the edges of the UNL graph. An edge of the UNL graph is a tripletr(U1; U2)where r is the relation-label and U1 and U2 are Universal Words.For ea
h edge present in the 
orpus, we will store the (do
ument number, senten
e number)pair(s) in the index. Now it will be easy to �nd what all (d,s) pair has all the edges of thequery by taking interse
tion of sets of (d,s) for ea
h edge of the query.
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Figure 6.2: Senten
e graph
This approa
h has a serious problem asso
iated with it. It may sometimes return an do
-ument as relevant to a query, even when none of the senten
es in the do
ument has the queryas its subgraph. To understand this more 
learly, 
onsider a UNL graph G. The verti
es ofthis graph will be the UWs. Let vertex v1 2 V (G). Consider a query, Q = GS r1(v1; v2) asshown in �gure 6.1. Now 
onsider a do
ument have a senten
e graph H, with G � H and ithas r2(v1; v3) instead of r1(v1; v2) present in the query (�gure 6.2). Also, H has another edger1(v1; v2) inside it. But this v1 is not same as the v1 present in G. Clearly, if we apply theabove algorithm, this do
ument will also be returned even when it does not 
ontain the querysubgraph.To over
ome this problem, some pro
essing will be needed after �nding the relevant sen-ten
es to make sure that the edges found inside the senten
e have the same 
onne
tions asthey have in the query. Whether two UWs (verti
es) are two di�erent o

urren
es of the same
on
ept is indi
ated by their UW-IDs. In order to establish 
onne
tively of two edges r1(u1; u2)and r2(u2; u3), we only need to make sure that UW-ID of u2 in �rst relation is same as that ofu2 in the se
ond relation.6.3.2 Partial Mat
hingAnother drawba
k in the 
omplete mat
hing approa
h is that its one-or-none mat
hing. Asalready mentioned a senten
e will be either relevant to a query or it won't be. There is no
on
ept of partial or approximate mat
hing. Undoubtedly, 
omplete mat
hing approa
h will
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ision but low re
all. To over
ome this problem, we 
an introdu
e a partialmat
hing s
heme whi
h has lower pre
ision but higher re
all.Two di�erent o

urren
es of same UW in two di�erent edges is said to be linked if the UW-IDs of these two o

urren
es is same. In the do
ument graph, we say that a link between twoo

urren
es of same UWs, is a 
orre
t link if there is link 
orresponding to this link, betweenthe UWs in the query graph also. A 
orre
t link is de�ned only for the 
ommon edges in thedo
ument and the query.As we did in 
omplete mat
hing, we will index the do
uments on their edges. The relevan
eof a do
umentRq(d) is same as given in the 
omplete mat
hing s
heme. But for partial mat
hingthe rq(s) is now de�ned as: rq(s) = � nN + (1� �) lLwhere, n is number of relation edges (of the query) found in the senten
e. N is total numberof relation edges in the query. l is number of 
orre
t links in the senten
e and L is the totalnumber of links between all UWs in the query. � is a empiri
al 
onstant. Here is linear relationis assumed, but the relation 
an as well be exponential, with the value of rq(s) in
reasingexponentially with linear in
rease in per
entage mat
h of the query.In both of these approa
hes we have assumed that all the senten
es have equal importan
e.But sear
h engines like Google, give more weight to terms if they are present in the title orin bigger font. We 
an do the same by giving more weight those rq(s) whi
h 
orresponds tosenten
es having bigger font or title senten
e(s).The partial mat
hing approa
h treats a edge as the smallest unit of meaning, whi
h maynot be desirable in some 
ases. As dis
ussed in 
hapter 7 this may not be desirable in some
ases. We 
an remedy this problem by adding an extra term in rq(s) whi
h depends on howmany UW's of the query are present in the do
ument.6.3.3 Partial Mat
hing AlgorithmAs already mentioned, all the do
uments are indexed on the triplet - Relation, UW1 and UW2.As explained in 
hapter 3, the indexer module adds following entries for ea
h relation edge inthe do
ument in the unlindex table - do
ument id, senten
e number, UW1, UW2, UWID1,UWID2, where UWID1 and UWID2 are ids asso
iated with the �rst and the se
ond Universalwords of the relation.For 
al
ulating rq(s) we need to know values of n, N , l and L. N and L are independentof s and 
an be 
al
ulated by simply 
onsidering the query q. As explained earlier, for a queryq, N is the total number of relation edges in query. L, whi
h is the total number of links inthe query 
an be easily 
al
ulated if we observe the following. For a query graph G(E; V ), L isgiven by L =Xv2V (degree(v)� 1)The algorithm given in �gure 6.3 
an be used to 
al
ulate L and N .UWID1q and UWID2q are the IDs of �rst and se
ond parameters of the 
urrent relationin the query. uidset is a set 
ontaining UWID's from the query.Now for ea
h (do
ument,senten
e) pair, we need to know the values of n and l to �nd outRq(d), the relevan
e of a do
ument. All the relation edges present in the do
uments, mat
hing
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edure Cal
ulateLNInput: UNL expression for the queryOutput: LBeginN = Number of relation edges in the Input.Initialize uidset and L = 0for ea
h relation edge in the queryif UWID1q 2 uidset // We have got a linkL++else uidset = uidset S fUWID1qgif UWID2q 2 uidset // We have got a linkL++else uidset = uidset S fUWID2qgreturn N and LEnd Figure 6.3: Algorithm for �nding N and Lthe relation edges of the query 
an be found out by giving a simple SQL query as we haveindexed on relation and the universal words. By ordering the results by do
ument id andsenten
e number, we will get all the mat
hing relations of a (do
ument,senten
e) pair together.We 
an run the algorithm given in �gure 6.4 on this input to �nd out n and l.UWID1q and UWID2q are the IDs of �rst and se
ond parameters of the 
urrent relationedge in the query. uidtable is a map from UWIDs of the query to set of UWIDs present inthe do
ument. uidtable(UWID1q) returns the set asso
iated with UWID1q. This algorithmassumes that for ea
h relation edge in the query, we have a unique mat
hing relation edge in a(do
ument,senten
e) pair.
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Pro
edure Relevan
eInput: All the mat
hing relation edges of a query for a (do
ument,senten
e) pairOutput: rq(s)Beginn = Number of relation edges in the Input.Initialize uidtable and l = 0for ea
h relation edge in the query�nd the 
orresponding (mat
hing) edge in the inputif the edge is foundif UWID1q 2 uidtable // We have got a linkif UWID1 of the 
urrent relation 2 uidtable(UWID1q) // Its a 
orre
t linkl ++else uidtable(UWID1q) = uidtable(UWID1q) S UWID1 of the 
urrent relationelse uidtable(UWID1q) = f UWID1 of the 
urrent relation gif UWID2q 2 uidtable // We have got a linkif UWID2 of the 
urrent relation 2 uidtable(UWID2q) // Its a 
orre
t linkl ++else uidtable(UWID2q) = uidtable(UWID2q) S UWID2 of the 
urrent relationelse uidtable(UWID2q) = f UWID2 of the 
urrent relation grq(s) = � nN + (1� �) lLEnd Figure 6.4: Algorithm for �nding relevan
e of a senten
e



Chapter 7Experimental ResultsThis 
hapter provides insight into the working of sear
h engine by 
onsidering some experimen-tal queries and analyzing their results. These queries were made through the English interfa
eof the sear
h engine. We have indexed only one do
ument in the sear
h engine for these examplequeries. The do
ument is atta
hed in Appendix A for referen
e.The results are presented as the line numbers of the senten
es mat
hed along with thesenten
e in English language. The reader is en
ouraged to 
he
k out the UNL expressions ofthe lines mat
hed to gain insight into the mat
hing algorithm.7.1 Some Representative Example Queries� Query : agri
ultureEn
onverted Query :agri
ultural(mod<thing):00.�entryResults :1. Line 5: However, India would have been in an even better position now both in termsof agri
ultural output and e
onomi
 development had our planners given the requiredimportan
e to its development it deserved in the early years sin
e independen
e.2. Line 6: Even today, the farmers in India are able to obtain only 15 per 
ent of theirrequirements of agri
ultural 
redit from banks.Comments : Both these lines have the UW of the query present in their UNL expressions.� Query : publi
 investmentEn
onverted Query :mod(investment(i
l>assets):07.�entry,publi
(i
l>general(aoj>thing)):00)Results : 34



7.1. SOME REPRESENTATIVE EXAMPLE QUERIES 351. Line 12: Though the overall growth of Indian e
onomy has depended mu
h uponthe performan
e of agri
ulture, over the years, not mu
h publi
 investment has beenmade on its development.2. Line 13: There is a steady de
eleration in publi
 investment in gross 
apital forma-tion in agri
ulture.3. Line 14: In 1980-81, the publi
 investment as a per
entage of gross 
apital formationin agri
ulture was 38.7 per
ent whi
h fell to 16.2% in 1996-97.� Query : moneylenders exploit farmersEn
onverted Query :obj(exploit(agt>thing,obj>thing):0D.�entry.�present,farmer(i
l>o

upation):0L.�pl)agt(exploit(agt>thing,obj>thing):0D.�entry.�present,moneylender(i
l>o

upation):00.�pl)Results :1. Line 10: The farmers are still being exploited by moneylenders who provide �nan
eat exorbitant interest rates and there are 
artels of traders who pay very little fortheir produ
e even in the well re
ognized mandies in the 
ountry.� Query : farmers exploit moneylendersEn
onverted Query :obj(exploit(agt>thing,obj>thing):08.�entry.�present,moneylender(i
l>o

upation):0G.�pl)agt(exploit(agt>thing,obj>thing):08.�entry.�present,farmer(i
l>o

upation):00.�pl)Results : No results.Comments : There were no lines present in the do
ument mentioning anything aboutfarmers exploiting moneylenders. The last two queries 
learly highlight the power ofmeaning based sear
h. A simple pattern based sear
h engine would have returned thesame results for both these queries.� Query : green revolutionEn
onverted Query :mod(revolution(i
l>event):06.�entry,green(i
l>
olour):00)



36 CHAPTER 7. EXPERIMENTAL RESULTSResults : No results.Comments : Line number 2 of the do
ument 
ontains above phraseIt has gone through a green revolution, a white revolution, a yellow revolution and a bluerevolution.and the 
orresponding UNL expression is:agt(go through(agt>thing,obj>thing).�entry.�present.�
omplete,it(i
l>thing))obj(go through(agt>thing,obj>thing).�entry.�present.�
omplete, :01)and:01(revolution(i
l>event):03,revolution(i
l>event):02)and:01(revolution(i
l>event):04,revolution(i
l>event):03)and:01(revolution(i
l>event):05.�entry,revolution(i
l>event):04)mod:01(revolution(i
l>event):02.�indef,green(i
l>
olor))mod:01(revolution(i
l>event):03.�indef,white(i
l>
olor))mod:01(revolution(i
l>event):04.�indef,yellow(i
l>
olor))mod:01(revolution(i
l>event):05.�indef,blue(i
l>
olor))[/S℄We 
an see from the sixth UNL expression that UW used for green in the do
ument andthe one generated by ENCO is di�erent. The spelling of 
olor in the i
l tag does notmat
h. This problem of non-standard UWs is a 
ommon in many queries posed to thesear
h engine.� Query : government agen
iesEn
onverted Query :mod(agen
y(i
l>organization>group):0B.�entry.�pl,government(i
l>governmental organization):00)Results : No results.Comments : Line number 8 of the do
ument 
ontains above phraseand the 
orresponding UNL expression is:[S:8℄and(:02.�entry,:01)aoj:01(able(aoj>thing).�entry,farmer(i
l>o

upation).�def.�pl)mod:01(per
ent(i
l>ratio),farmer(i
l>o

upation).�def.�pl)qua:01(per
ent(i
l>ratio),:03)fmt:03(23.�entry,30)



7.1. SOME REPRESENTATIVE EXAMPLE QUERIES 37mod:01(:03,only(mod<thing))tim:01(able(aoj>thing).�entry,present(i
l>time))pur:01(able(aoj>thing).�entry,derive(agt>thing,obj>thing):05)obj:01(derive(agt>thing,obj>thing):05, benefit(i
l>profit):06.�pl)mod:01(benefit(i
l>profit):06.�pl,any(mod<thing))mod:01(benefit(i
l>profit):06.�pl,extension servi
e(i
l>a
tivity):07.�pl)obj:01(provide(i
l>give(agt>thing,gol>thing,obj>thing)):08.�
omplete,extension servi
e(i
l>a
tivity):07.�pl.�topi
)agt:01(provide(i
l>give(agt>thing,gol>thing,obj>thing)):08.�
omplete,agen
y(i
l>organization).�pl)mod:01(agen
y(i
l>organization).�pl,government(i
l>governmental organization))mod:01(agen
y(i
l>organization).�pl,various(mod<thing))obj:02(lose(agt>thing,obj>thing).�entry.�present.�
omplete,per
ent(i
l>ratio).�topi
)qua:02(per
ent(i
l>ratio).�topi
,20)man:02(20,about(i
l>how))mod:02(per
ent(i
l>ratio),
rop(i
l>food).�def)dur:02(lose(agt>thing,obj>thing).�entry.�present.�
omplete,year(i
l>time))mod:02(year(i
l>time),every(mod<thing))rsn:02(lose(agt>thing,obj>thing).�entry.�present.�
omplete,:04)and:04(spillage(i
l>result),mishandle(agt>thing,obj>thing).�progress)and:04(flood(i
l>phenomenon).�pl,spillage(i
l>result))and:04(drought(i
l>phenomenon).�pl,flood(i
l>phenomenon).�pl)and:04(pest(i
l>animal).�pl,drought(i
l>phenomenon).�pl)and:04(disease(i
l>state).�entry.�pl,pest(i
l>animal).�pl)[/S℄Di�erent UWs are being used for agen
y in the en
onverted query and the do
ument.This is again problem of standardization of UWs.� Query : progress in agri
ultureEn
onverted Query :s
n(progress(i
l>movement):00.�entry.�pl,agri
ulture(i
l>a
tivity):0C)Results : No results.Comments : Line number 1 of the do
ument 
ontains above phraseIndia has made lot of progress in agri
ulture sin
e independen
e in terms of growth inoutput, yields and area under many 
rops.and the 
orresponding UNL expression is:



38 CHAPTER 7. EXPERIMENTAL RESULTS[S:1℄agt(make(agt>thing,obj>thing).�entry.�present.�
omplete,India(iof>
ountry))obj(make(agt>thing,obj>thing).�entry.�present.�
omplete,progress(i
l>movement))qua(progress(i
l>movement),lot(i
l>quantity))s
n(make(agt>thing,obj>thing).�entry.�present.�
omplete,agri
ulture(i
l>a
tivity))tmf(make(agt>thing,obj>thing).�entry.�present.�
omplete,independen
e(i
l>value))man(make(agt>thing,obj>thing).�entry.�present.�
omplete,:01)obj:01(in terms of(i
l>how(obj>thing)).�entry, growth(i
l>phenomenon))mod:01(growth(i
l>phenomenon),:02)and:02(yield(i
l>gain).�pl,output(i
l>produ
t))and:02(area(i
l>pla
e).�entry,yield(i
l>gain).�pl)pl
:02(area(i
l>pla
e),under(i
l>pla
e))bas:02(under(i
l>pla
e),
rop(i
l>food).�pl)qua:02(
rop(i
l>food).�pl,many(aoj>thing))[/S℄As we 
an see from the se
ond and forth UNL expressions the relation between progressand agri
ulture is not a dire
t one in the agri
ulture. As we have explained earlier, we are
onsidering a relation as the smallest unit of meaning in the subgraph mat
hing. Due tothis, the above line was not mat
hed by the sear
h engine. This 
an be 
orre
ted eitherby taking a UW as smallest unit of meaning or doing some additional graph analysis atthe graph mat
hing stage to identify su
h kind of indire
t relationships. In the former
ase, we have to modify the 
urrent partial mat
hing algorithm slightly in order to takeinto a

ount mat
hing of UW's.



Chapter 8Current status of the implementation
8.1 Indexer moduleStatus: CompletedComments: This module was su

essfully 
ompleted and thoroughly tested.8.2 Sear
h moduleStatus: CompletedComments: This module was su

essfully 
ompleted and thoroughly tested.8.3 Post Pro
essorStatus: CompletedComments: This module was su

essfully 
ompleted and thoroughly tested.8.4 Interfa
e moduleStatus: CompletedComments: Query input and result interfa
es for English and Hindi is 
ompleted. Marathiinterfa
e for query input and result is also 
omplete but it was not integrated with the sear
hengine, as 
urrently the Marathi ENCO software is not available.8.5 IITK to DVTT-Yogesh ConverterStatus: CompletedComments: This module was su

essfully 
ompleted and thoroughly tested.8.6 En
onverter moduleStatus: Completed 39



40 CHAPTER 8. CURRENT STATUS OF THE IMPLEMENTATIONComments: Presently the Hindi and English ENCO softwares are integrated with this module.More ENCO softwares 
an be easily added by modifying the query2 PHP s
ript.8.7 De
onverter moduleStatus: CompletedComments: No DECO softwares were integrated with this module as presently no satisfa
torilyworking DECO system was available. Hen
e all de
onversion was done manually and thede
onverted senten
e �le was kept as 
a
he.8.8 HTML ParserStatus: Partially CompletedComments: A simple HTML parser was implemented in this proje
t. It needs to be improvedto handle more 
omplex HTML pages.8.9 Crawler ModuleStatus: Partially CompletedComments: A primitive fo
used 
rawler was implemented in this proje
t. Given a set of yahoo
ategories representing a domain, this 
rawler 
rawls the 
ategories as well as any sub 
ategoriespresent in them re
ursively and extra
ts the links of pages whi
h represent the domain. It alsosuggests addition 
ategories that may be relevant to the domain presented. Then it 
rawls thepages to build a model for the 
lassi�er. The rainbow 
lassi�er is not 
urrently integrated withthe system.



Chapter 9Con
lusions and Future work
9.1 Strengths of the sear
h engine1. This sear
h engine eliminates the language barrier. Language barrier is the biggest ob-sta
le in taking knowledge to the masses. Generally all the information, espe
ially on theweb, is in English or other major world languages. The majority of the population of theworld doesn't understand these languages. To make this information available to all, theinformation has to be made language independent. There are two methods for doing this:� The �rst method is to 
onvert every language into all other possible languages. Butthis is not feasible. If we 
onsider that there are only 10 languages in the world, wewill have 10P2 = 90 translators.� The se
ond method is to 
onsider an intermediate language. Universal NetworkingLanguage (UNL) is one su
h language. All the do
uments are 
onverted into this in-termediate language and a do
ument 
an be 
onverted ba
k into any other language,from this intermediate representation. This makes the method extremely 
ompa
t.For 10 languages, we need only 10� 2 = 20 translators.The se
ond method is used in this proje
t. Initially, we are 
onsidering only Englishlanguage.2. Our sear
h engine is a Meaning Based Sear
h Engine. UNL, the intermediate language,uses Meaning Representation, i.e. it not only stores a word but also its meaning andattributes. For example, a word like \drink" will have di�erent meanings in di�erentsenten
es. It might mean \putting liquids in the mouth", or \liquids that are put inthe mouth", or \liquids with al
ohol", or \absorb" et
. But a UNL representation\drink(i
l>do,obj>liquid)" denotes the subset of these 
on
epts, \putting liquids intothe mouth" whi
h in turn 
orresponds to \drink", \gulp", \
hug" and \slurp" in English.Attributes of a word provide information about how these 
on
epts are being used in aparti
ular senten
e. As both the do
uments and queries are in their UNL representations,they are unambiguous and only do
uments that exa
tly mat
h the query are retrieved.The results are mu
h more a

urate than any other te
hniques 
urrently used. There area few Meaning Based sear
h engines on the web like www.oingo.
om and www.simpli.
ombut their results are vague. Universally re
ognized as the best sear
h engine, www.google.
om,41



42 CHAPTER 9. CONCLUSIONS AND FUTURE WORKis not a meaning based sear
h engine. It uses text-mat
hing te
hniques. Its results arehighly relevant but it returns a lot of extraneous pages that are not related to the sear
hedquery. For example, for a query \Prime Minister of India", its initial results are a

u-rate but the do
uments at the end have only partial mat
hes, i.e. they might only have\Prime" or \Minister" or \India" or some 
ombination of these words.In Google, we 
an spe
ify that only exa
t mat
hes be retrieved. Hen
e, only pagesthat have \Prime Minister of India" as a phrase will be retrieved. But pages that have\Indian Prime Minister" will not be retrieved. In our sear
h engine, both these 
ases willbe mat
hed.9.2 Con
lusionIn this report, a di�erent approa
h to the problem of meaning based sear
h engine and multi-linguality is presented. We believe that making sear
hes on the web meaning based is be
omingthe need of the hour. Also, the importan
e of multi-linguality should at least be at par withthe other aspe
ts of a sear
h engine. For the sear
h results to be realisti
 and meaningful, theymust en
ompass the typi
al user's requirements and spe
i�
ations.The model in this report is an amalgamation of two independent features. We integratedthe user's language requirement with the relative importan
e of knowledge the user seeks.This has been possible by using the UNL as an intermediary language. UNL representationis language independent and 
aptures the relationship between the words and their attributes.Hen
e multi-lingual and meaning based properties 
an be in
orporated together rather thanusing separate language translators in sear
h engines.The bottlene
k 
reated by the exponentially expanding 
ontent of the web, more so in dom-inant languages, has been drawing attention to the area of sense disambiguation and linguisti
issues, due to whi
h the demand of produ
ing more rigorous solutions, and hen
e more 
omplexones, has been 
onstantly rising. Our model is a unique and early attempt to address this issue.9.3 Future WorkFuture work will tou
h upon the following areas:� Testing the s
alability of the sear
h engine on a bigger 
orpus.� Currently, the ENCO and DECO softwares fails for many senten
es. They have to beimproved before this sear
h engine 
an be used on a bigger s
ale.� The HTML parser developed is quite primitive and may fail on bigger, 
omplex and asoften is the 
ase, erroneous HTML pages. We need to add more rules to it to make itable to handle 
omplex HTML do
uments.� Currently, the global page rank (relevan
e) is not implemented. It 
an be in
orporatedinto the relevan
e returned to improve the ranking of the sear
h engine.� Improving the 
urrent sear
h algorithm by adding reasoning and inferen
ing 
apabilitiesto it.



Appendix ADo
ument used in experimentsThe following do
ument was used for the experimental queries that was given to the sear
hengine and were analyzed in 
hapter 7.[S:1℄; India has made lot of progress in agri
ulture sin
e independen
e in terms of; growth in output, yields and area under many 
rops.agt(make(agt>thing,obj>thing).�entry.�present.�
omplete,India(iof>
ountry))obj(make(agt>thing,obj>thing).�entry.�present.�
omplete,progress(i
l>movement))qua(progress(i
l>movement),lot(i
l>quantity))s
n(make(agt>thing,obj>thing).�entry.�present.�
omplete,agri
ulture(i
l>a
tivity))tmf(make(agt>thing,obj>thing).�entry.�present.�
omplete,independen
e(i
l>value))man(make(agt>thing,obj>thing).�entry.�present.�
omplete,:01)obj:01(in terms of(i
l>how(obj>thing)).�entry, growth(i
l>phenomenon))mod:01(growth(i
l>phenomenon),:02)and:02(yield(i
l>gain).�pl,output(i
l>produ
t))and:02(area(i
l>pla
e).�entry,yield(i
l>gain).�pl)pl
:02(area(i
l>pla
e),under(i
l>pla
e))bas:02(under(i
l>pla
e),
rop(i
l>food).�pl)qua:02(
rop(i
l>food).�pl,many(aoj>thing))[/S℄[S:2℄; It has gone through a green revolution, a white revolution, a yellow revolution; and a blue revolution.agt(go through(agt>thing,obj>thing).�entry.�present.�
omplete,it(i
l>thing))obj(go through(agt>thing,obj>thing).�entry.�present.�
omplete, :01)and:01(revolution(i
l>event):03,revolution(i
l>event):02)and:01(revolution(i
l>event):04,revolution(i
l>event):03)and:01(revolution(i
l>event):05.�entry,revolution(i
l>event):04)mod:01(revolution(i
l>event):02.�indef,green(i
l>
olor))mod:01(revolution(i
l>event):03.�indef,white(i
l>
olor))mod:01(revolution(i
l>event):04.�indef,yellow(i
l>
olor))mod:01(revolution(i
l>event):05.�indef,blue(i
l>
olor))[/S℄ 43



44 APPENDIX A. DOCUMENT USED IN EXPERIMENTS[S:3℄; Today, India is the largest produ
er of milk, fruits, 
ashewnuts, 
o
onuts and; tea in the world, the se
ond largest produ
er of wheat, vegetables, sugar and; fish and the third largest produ
er of toba

o and ri
e.tim(:01,today(i
l>day).�entry)aoj:01(produ
er(i
l>thing):02.�entry.�def,India(iof>
ountry))and:01(:05,:04)and:01(:06,:05)mod:04(produ
er(i
l>thing):02.�entry.�def,:07)man:07(large(i
l>big(aoj>thing)):7a.�entry,most(i
l>how):19)mod:04(produ
er(i
l>thing):02.�entry.�def,:08)and:08(fruit(pof>plant).�pl,milk(i
l>beverage))and:08(
ashewnut(i
l>fruit).�pl,fruit(pof>plant).�pl)and:08(
o
onut(i
l>fruit).�pl,
ashewnut(i
l>fruit).�pl)and:08(tea(i
l>beverage).�entry,
o
onut(i
l>fruit).�pl)pl
:04(produ
er(i
l>thing):02.�entry.�def,world(i
l>region).�def)mod:05(produ
er(i
l>thing):02.�entry.�def,:10)man:10(large(i
l>big(aoj>thing)):15.�entry,most(i
l>how):18)mod:05(:10,2.�ordinal)mod:05(produ
er(i
l>thing):02.�entry.�def,:11)and:11(vegetable(i
l>food).�pl,wheat(i
l>
ereal))and:11(sugar(i
l>seasoning),vegetable(i
l>food).�pl)and:11(fish(i
l>animal).�entry,sugar(i
l>seasoning))mod:06(produ
er(i
l>thing):02.�entry.�def,:13)man:13(large(i
l>big(aoj>thing)):16.�entry,most(i
l>how):17)mod:06(:13,3.�ordinal)mod:06(produ
er(i
l>thing):02.�entry.�def,:14)and:14(ri
e(i
l>grain).�entry,toba

o(i
l>produ
t))[/S℄[S:4℄; The per 
apita availability of foodgrains has risen in the 
ountry from 350 gm; in 1951 to about 500 gm per day now, of milk from less than 125 gm to 210 gm; per day and of eggs from 5 to 30 per annum despite the in
rease in population; from 35 
rores to 95 
rores.pl
(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,
ountry(i
l>region).�def)
oo(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,in
rease(i
l>phenomenon).�def.�
ontrast)mod(in
rease(i
l>phenomenon).�def.�
ontrast,population(i
l>person))sr
(in
rease(i
l>phenomenon).�def.�
ontrast,:17)gol(in
rease(i
l>phenomenon).�def.�
ontrast,:18)qua:17(
rore(iof>10 000 000):19.�entry.�pl,35)qua:18(
rore(iof>10 000 000):20.�entry.�pl,95)and(:02,:01)and(:03,:02)



45per(availability(i
l>a

essibility):06.�def,
apita(i
l>person))obj:01(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,availability(i
l>a

essibility):06.�def)mod:01(availability(i
l>a

essibility):06.�entry.�def,foodgrain(i
l>
ereal).�pl)sr
:01(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,:07)gol:01(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,:08)qua:07(gm(i
l>weight unit):09.�entry,350)per:01(:07,day(i
l>period):11)dur:01(:07,1951)qua:08(gm(i
l>weight unit):10.�entry,500)man:08(500,about(i
l>how))per:01(:08,day(i
l>period):11)tim:01(:08,now(i
l>time))obj:02(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,availability(i
l>a

essibility):06)mod:02(availability(i
l>a

essibility):06.�def,milk(i
l>beverage))sr
:02(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,:12)gol:02(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,:13)qua:12(gm(i
l>weight unit):14.�entry,125)bas:12(less(aoj>thing),125)per:02(:12,day(i
l>period):16)qua:13(gm(i
l>weight unit):15.�entry,210)per:02(:13,day(i
l>period):16)obj:03(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,availability(i
l>a

essibility):06)mod:03(availability(i
l>a

essibility):06.�def,egg(i
l>food).�pl)sr
:03(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,3)gol:03(rise(gol>thing,obj>thing):04.�entry.�present.�
omplete,30)per:03(3,annum(i
l>year))per:03(30,annum(i
l>year))[/S℄[S:5℄; However, India would have been in an even better position now both in terms of; agri
ultural output and e
onomi
 development had our planners given the; required importan
e to its development it deserved in the early years sin
e; independen
e.tim(:01.�entry.�
ontrast,now(i
l>time))man(:01.�entry.�
ontrast,:02)s
n:01(India(iof>
ountry):08.�entry.�probable.�
omplete,position(i
l>state).�indef)mod:01(position(i
l>state).�indef,:09)man:09(good(aoj>thing),more(i
l>how))man:01(:09,even(i
l>how))obj:02(in terms of(i
l>how(obj>thing)).�entry, :03)and:03(development(i
l>a
tion):07.�entry,output(i
l>produ
t))mod:03(output(i
l>produ
t),agri
ultural(mod<thing))



46 APPENDIX A. DOCUMENT USED IN EXPERIMENTSmod:03(development(i
l>a
tion):07,e
onomi
(mod<thing))
on(:01.�entry.�
ontrast,:04)agt:04(give(agt>thing,gol>thing,obj>thing).�entry.�past.�
omplete,planner(i
l>person):06.�pl)mod:04(planner(i
l>person):06.�pl,we)obj:04(give(agt>thing,gol>thing,obj>thing).�entry.�past.�
omplete,importan
e(i
l>value).�def)mod:04(importan
e(i
l>value).�def,required(mod<thing))gol:04(give(agt>thing,gol>thing,obj>thing).�entry.�past.�
omplete,development(i
l>a
tion):07)aoj:04(deserve(aoj>thing,obj>thing):05.�past,development(i
l>a
tion):07)mod:04(development(i
l>a
tion):07,India(iof>
ountry):08)obj:04(deserve(aoj>thing,obj>thing):05.�past,importan
e(i
l>value).�def)dur:04(deserve(aoj>thing,obj>thing):05.�past,year(i
l>time).�def.�pl)mod:04(year(i
l>time).�def.�pl,early(mod<thing))tmf:04(year(i
l>time).�def.�pl,independen
e(i
l>value))[/S℄[S:6℄; Even today, the farmers in India are able to obtain only 15 per 
ent of their; requirements of agri
ultural 
redit from banks.tim(:01,today(i
l>day).�entry)man(today(i
l>day).�entry,even(i
l>how))aoj:01(able(aoj>thing).�entry, farmer(i
l>o

upation).�def.�pl)pl
:01(farmer(i
l>o

upation).�def.�pl,India(iof>
ountry))pur:01(able(aoj>thing).�entry,obtain(i
l>get(agt>volitional thing,obj>thing)))obj:01(obtain(i
l>get(agt>volitional thing,obj>thing)),per
ent(i
l>ratio))qua:01(per
ent(i
l>ratio),15)mod:01(15,only(mod<thing))mod:01(per
ent(i
l>ratio),requirement(i
l>ne
essity).�pl)mod:01(requirement(i
l>ne
essity).�pl,
redit(i
l>money))mod:01(requirement(i
l>ne
essity).�pl,they(i
l>persons))mod:01(
redit(i
l>money),agri
ultural(mod<thing))sr
:01(obtain(i
l>get(agt>volitional thing,obj>thing)),bank(i
l>institution).�pl)[/S℄[S:7℄; The various state seed 
orporations are able to produ
e only 1 0 per 
ent of; the seeds required by our farmers.aoj(able(aoj>thing).�entry,
orporation(i
l>
ompany).�def.�pl)mod(
orporation(i
l>
ompany).�def.�pl,seed(pof>plant))mod(
orporation(i
l>
ompany).�def.�pl,state(i
l>government))mod(
orporation(i
l>
ompany).�def.�pl,various(mod<thing))pur(able(aoj>thing).�entry,produ
e(agt>thing,obj>thing))obj(produ
e(agt>thing,obj>thing),per
ent(i
l>ratio))qua(per
ent(i
l>ratio),10)mod(10,only(mod<thing))



47mod(per
ent(i
l>ratio),seed(pof>plant).�def.�pl)obj(require(i
l>ne
essitate(agt>thing,gol>pla
e)).�
omplete,seed(pof>plant).�def.�pl.�topi
)agt(require(i
l>ne
essitate(agt>thing,gol>pla
e)).�
omplete,farmer(i
l>o

upation).�pl)mod(farmer(i
l>o

upation).�pl,we)[/S℄[S:8℄; At present only 23-30 per 
ent of the farmers are able to derive any benefits; of extension servi
es provided by various government agen
ies and every year; about 20 per 
ent of the 
rop is lost due to mishandling, spillage, floods,; droughts and pests and diseases.and(:02.�entry,:01)aoj:01(able(aoj>thing).�entry,farmer(i
l>o

upation).�def.�pl)mod:01(per
ent(i
l>ratio),farmer(i
l>o

upation).�def.�pl)qua:01(per
ent(i
l>ratio),:03)fmt:03(23.�entry,30)mod:01(:03,only(mod<thing))tim:01(able(aoj>thing).�entry,present(i
l>time))pur:01(able(aoj>thing).�entry,derive(agt>thing,obj>thing):05)obj:01(derive(agt>thing,obj>thing):05, benefit(i
l>profit):06.�pl)mod:01(benefit(i
l>profit):06.�pl,any(mod<thing))mod:01(benefit(i
l>profit):06.�pl,extension servi
e(i
l>a
tivity):07.�pl)obj:01(provide(i
l>give(agt>thing,gol>thing,obj>thing)):08.�
omplete,extension servi
e(i
l>a
tivity):07.�pl.�topi
)agt:01(provide(i
l>give(agt>thing,gol>thing,obj>thing)):08.�
omplete,agen
y(i
l>organization).�pl)mod:01(agen
y(i
l>organization).�pl,government(i
l>governmental organization))mod:01(agen
y(i
l>organization).�pl,various(mod<thing))obj:02(lose(agt>thing,obj>thing).�entry.�present.�
omplete,per
ent(i
l>ratio).�topi
)qua:02(per
ent(i
l>ratio).�topi
,20)man:02(20,about(i
l>how))mod:02(per
ent(i
l>ratio),
rop(i
l>food).�def)dur:02(lose(agt>thing,obj>thing).�entry.�present.�
omplete,year(i
l>time))mod:02(year(i
l>time),every(mod<thing))rsn:02(lose(agt>thing,obj>thing).�entry.�present.�
omplete,:04)and:04(spillage(i
l>result),mishandle(agt>thing,obj>thing).�progress)and:04(flood(i
l>phenomenon).�pl,spillage(i
l>result))and:04(drought(i
l>phenomenon).�pl,flood(i
l>phenomenon).�pl)and:04(pest(i
l>animal).�pl,drought(i
l>phenomenon).�pl)and:04(disease(i
l>state).�entry.�pl,pest(i
l>animal).�pl)[/S℄[S:9℄; In fruits and vegetables the loss is around 30 per 
ent.
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ent(i
l>ratio).�entry,loss(i
l>event).�def)qua(per
ent(i
l>ratio).�entry,30)man(30,around(i
l>how))mod(loss(i
l>event).�def,:01)and:01(vegetable(i
l>food).�entry.�pl,fruit(pof>plant).�pl)[/S℄[S:10℄; The farmers are still being exploited by moneylenders who provide finan
e at; exorbitant interest rates and there are 
artels of traders who pay very little; for their produ
e even in the well re
ognized mandies in the 
ountry.and(:02.�entry,:01)obj:01(exploit(agt>thing,obj>thing).�entry.�present.�progress.�
omplete,farmer(i
l>o

upation).�def.�pl.�topi
)agt:01(exploit(agt>thing,obj>thing).�entry.�present.�progress.�
omplete,moneylender(i
l>o

upation).�pl)tim:01(exploit(agt>thing,obj>thing).�entry.�present.�progress.�
omplete,still(i
l>how))agt:01(provide(i
l>give(agt>thing,gol>thing,obj>thing)).�present,moneylender(i
l>o

upation).�pl)obj:01(provide(i
l>give(agt>thing,gol>thing,obj>thing)).�present,finan
e(i
l>e
onomy))
ob:01(provide(i
l>give(agt>thing,gol>thing,obj>thing)).�present,:04)mod:04(rate(i
l>
harge).�entry.�pl,interest(i
l>profit))mod:01(:04,exorbitant(mod<thing))aoj:02(exist(aoj>thing).�entry.�present,
artel(i
l>syndi
ate).�pl)mod:02(
artel(i
l>syndi
ate).�pl,trader(i
l>o

upation).�pl)agt:02(pay(agt>thing,obj>thing,pur>thing).�present,
artel(i
l>syndi
ate).�pl)obj:02(pay(agt>thing,obj>thing,pur>thing).�present,little(aoj>thing))man:02(little(aoj>thing),very(i
l>how))gol:02(pay(agt>thing,obj>thing,pur>thing).�present,produ
e(i
l>result))mod:02(produ
e(i
l>result),they(i
l>persons))pl
:02(pay(agt>thing,obj>thing,pur>thing).�present,:03)man:02(:03,even(i
l>how))mod:03(mandi(i
l>market).�entry.�def.�pl,re
ognized(mod<thing))man:03(re
ognized(mod<thing),well(i
l>how))pl
:03(mandi(i
l>market).�entry.�def.�pl,
ountry(i
l>region).�def)[/S℄[S:11℄; Gross Capital Formation in Agri
ultures
n(formation(i
l>arrangement).�entry,agri
ulture(i
l>a
tivity))mod(formation(i
l>arrangement),:01)mod:01(
apital(i
l>assets),gross(mod<thing))[/S℄[S:12℄; Though the overall growth of Indian e
onomy has depended mu
h upon the



49; performan
e of agri
ulture, over the years, not mu
h publi
 investment; has been made on its development.dur(:01.�entry,year(i
l>time).�def.�pl)and:01(:03.�entry,:02)aoj:02(depend upon(aoj>thing,obj>thing).�entry.�present.�
omplete.�although,growth(i
l>phenomenon).�def)mod:02(growth(i
l>phenomenon).�def,e
onomy(i
l>abstra
t thing))mod:02(e
onomy(i
l>abstra
t thing),Indian(aoj>thing))mod:02(growth(i
l>phenomenon).�def,overall(mod<thing))obj:02(depend upon(aoj>thing,obj>thing).�entry.�present.�
omplete.�although,performan
e(i
l>operation))man:02(depend upon(aoj>thing,obj>thing).�entry.�present.�
omplete.�although,mu
h(i
l>how):04)mod:02(performan
e(i
l>operation).�def,agri
ulture(i
l>a
tivity))obj:03(make(agt>thing,obj>thing).�entry.�present.�
omplete,investment(i
l>assets).�topi
)qua:03(investment(i
l>assets).�topi
,mu
h(mod<thing):05.�not)mod:03(investment(i
l>assets).�topi
,publi
(i
l>general(aoj>thing)))gol:03(make(agt>thing,obj>thing).�entry.�present.�
omplete,development(i
l>a
tion))mod:03(development(i
l>a
tion),agri
ulture(i
l>a
tivity))[/S℄[S:13℄; There is a steady de
eleration in publi
 investment in gross 
apital formation; in agri
ulture.aoj(exist(aoj>thing).�entry.�present,de
eleration(i
l>redu
tion).�indef)mod(de
eleration(i
l>redu
tion).�indef,steady(i
l>stable))mod(de
eleration(i
l>redu
tion).�indef,investment(i
l>assets))mod(investment(i
l>assets),publi
(i
l>general(aoj>thing)))s
n(investment(i
l>assets),formation(i
l>arrangement))s
n(formation(i
l>arrangement),agri
ulture(i
l>a
tivity))mod(formation(i
l>arrangement),:01)mod:01(
apital(i
l>assets).�entry,gross(mod<thing))[/S℄[S:14℄; In 1980-81, the publi
 investment as a per
entage of gross 
apital formation inagri
ulture was 38.7 per
ent whi
h fell to 16.2% in 1996-97.tim(:02,:01.�entry)fmt:01(1980.�entry,1981)aoj:02(per
ent(i
l>ratio):06.�entry.�past,:05)aoj:05(per
entage(i
l>ratio).�indef.�entry,investment(i
l>assets).�def)mod:05(investment(i
l>assets).�def,publi
(i
l>general(aoj>thing)))qua:02(per
ent(i
l>ratio):06.�entry.�past,38.7)obj:03(fall(obj>thing,gol>thing).�entry.�past,:05)gol:03(fall(obj>thing,gol>thing).�entry.�past,:07)qua:07(%,16.2)



50 APPENDIX A. DOCUMENT USED IN EXPERIMENTSdur(:03,:04)fmt:04(1996.�entry,1997)mod:05(per
entage(i
l>ratio).�indef.�entry,formation(i
l>arrangement))s
n:05(formation(i
l>arrangement),agri
ulture(i
l>a
tivity))mod:05(formation(i
l>arrangement),:06)mod:06(
apital(i
l>assets).�entry,gross(mod<thing))[/S℄[S:15℄; During this period the share of private investment, however, rose from 61.3%; to 83.8%.obj(rise(gol>thing,obj>thing).�entry.�
ontrast,share(i
l>part).�def)mod(share(i
l>part).�def,investment(i
l>assets))mod(investment(i
l>assets),private(mod<thing))dur(rise(gol>thing,obj>thing).�entry.�
ontrast,period(i
l>time))mod(period(i
l>time),this(mod<thing))sr
(rise(gol>thing,obj>thing).�entry.�
ontrast,:01)qua:01(%:02.�entry,61.3)gol(rise(gol>thing,obj>thing).�entry.�
ontrast,:03)qua:03(%:04.�entry,83.8)[/S℄[S:16℄; This rise is attributed mostly to better terms of trade offered by the; government to agri
ulture vis-a-vis industry.obj(attribute to(agt>thing,obj>thing,gol>thing).�entry.�present.�
omplete,rise(i
l>phenomenon))mod(rise(i
l>phenomenon),this(mod<thing))man(attribute to(agt>thing,obj>thing,gol>thing).�entry.�present.�
omplete,mostly(i
l>how))gol(attribute to(agt>thing,obj>thing,gol>thing),term(i
l>
ondition).�pl)mod(term(i
l>
ondition).�pl,good(aoj>thing))man(good(aoj>thing),more(i
l>how))mod(term(i
l>
ondition).�pl,trade(i
l>a
tivity))obj(offer(i
l>give(agt>thing,gol>thing,obj>thing)).�
omplete,term(i
l>
ondition).�pl.�topi
)agt(offer(i
l>give(agt>thing,gol>thing,obj>thing)).�
omplete,government(i
l>governmental organization).�def)gol(offer(i
l>give(agt>thing,gol>thing,obj>thing)).�
omplete,:01)and:01(industry(i
l>a
tivity).�entry.�
ontrast,agri
ulture(i
l>a
tivity))[/S℄[S:17℄; The fall in publi
 se
tor investment is attributed to in
rease in 
urrent; expenditure to meet higher subsidies on food, fertilizers, ele
tri
ity,; irrigation, 
redit and other farm inputs rather than 
reating assets.obj(attribute to(agt>thing,obj>thing,gol>thing).�entry.�present.�
omplete,fall(i
l>phenomenon).�def)



51mod(fall(i
l>phenomenon),investment(i
l>assets))s
n(investment(i
l>assets),:03)mod:03(se
tor(i
l>group).�entry,publi
(i
l>general(aoj>thing)))gol(attribute to(agt>thing,obj>thing,gol>thing).�entry.�present.�
omplete,in
rease(i
l>phenomenon))mod(in
rease(i
l>phenomenon),expenditure(i
l>expense))mod(expenditure(i
l>expense),
urrent(aoj>thing))pur(in
rease(i
l>phenomenon),:01)and:01(
reate(agt>thing,obj>thing).�entry.�
ontrast.�progress,meet(agt>volitional thing,obj>thing))obj:01(meet(agt>volitional thing,obj>thing).�entry,subsidy(i
l>gift).�pl)mod:01(subsidy(i
l>gift).�pl,high(aoj>thing))man:01(high(aoj>thing),more(i
l>how))pur:01(subsidy(i
l>gift).�pl,:02)and:02(fertilizer(i
l>fun
tional thing).�pl,food(i
l>fun
tional thing))and:02(ele
tri
ity(i
l>phenomenon),fertilizer(i
l>fun
tional thing).�pl)and:02(irrigation(i
l>a
tivity),ele
tri
ity(i
l>phenomenon))and:02(
redit(i
l>money),irrigation(i
l>a
tivity))and:02(input(i
l>fun
tional thing).�entry.�pl,
redit(i
l>money))mod:02(input(i
l>fun
tional thing).�pl,farm(mod<thing))mod:02(input(i
l>fun
tional thing).�pl,other(mod<thing))obj:01(
reate(agt>thing,obj>thing).�
ontrast.�progress,asset(i
l>property).�pl)[/S℄[S:18℄; In re
ent years publi
 expenditure on maintenan
e of existing irrigation; proje
ts has gone up and investment on new proje
ts has fallen.and(fall(obj>thing,gol>thing).�entry.�present.�
omplete,go up(i
l>rise(gol>thing,obj>thing,sr
>thing)).�present.�
omplete)tim(go up(i
l>rise(gol>thing,obj>thing,sr
>thing)).�present.�
omplete,:01)mod:01(year(i
l>time).�entry,re
ent(mod<thing))mod:03(expenditure(i
l>expense):04.�entry,publi
(i
l>general(aoj>thing)))pur:03(expenditure(i
l>expense):04.�entry,maintenan
e(i
l>a
tivity):05)mod:03(maintenan
e(i
l>a
tivity):05,proje
t(i
l>plan):02.�pl)mod:03(proje
t(i
l>plan):02.�pl,irrigation(i
l>a
tivity))aoj:03(exist(aoj>thing).�progress,proje
t(i
l>plan):02.�pl)obj(go up(i
l>rise(gol>thing,obj>thing,sr
>thing)).�present.�
omplete,:03)obj(fall(obj>thing,gol>thing).�entry.�present.�
omplete,investment(i
l>assets))mod(proje
t(i
l>plan):06.�pl,new(aoj>thing))s
n(investment(i
l>assets),proje
t(i
l>plan):06.�pl)[/S℄[S:19℄; Many of the proje
ts started in early 1980's are still awaiting 
ompletion; be
ause of 
ost overruns and non-availabilty of ne
essary timely funds.tim(await(i
l>expe
t(agt>thing,obj>thing)).�entry.�present.�progress,still(i
l>how))
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l>expe
t(agt>thing,obj>thing)).�entry.�present.�progress,:01)obj(await(i
l>expe
t(agt>thing,obj>thing)).�entry.�present.�progress,
ompletion(i
l>a
tion))obj:01(start(i
l>begin(agt>thing,obj>thing)).�entry.�
omplete,many(i
l>thing))mod:01(many(i
l>thing),proje
t(i
l>plan).�def.�pl)dur:01(start(i
l>begin(agt>thing,obj>thing)).�entry.�
omplete,1980.�pl)mod:01(1980.�pl,early(mod<thing))rsn(await(i
l>expe
t(agt>thing,obj>thing)).�entry.�present.�progress,:02)and:02(availability(i
l>a

essibility).�entry.�not,overrun(i
l>ex
eed).�pl)mod:02(availability(i
l>a

essibility).�entry.�not,fund(i
l>assets).�pl)mod:02(fund(i
l>assets).�pl,ne
essary(aoj>thing))mod:02(fund(i
l>assets).�pl,timely(mod<thing))mod:02(overrun(i
l>ex
eed).�pl,
ost(i
l>expenditure))[/S℄[S:20℄; In the 8th plan it was proposed to raise the investment in agri
ulture to 18.7%; of the total plan outlay, but the a
tual investment turned out to be about; 10-11% only.dur(:01,plan(i
l>idea):12.�entry.�def)mod(plan(i
l>idea):12.�entry.�def,8.�ordinal)and:01(:03.�entry.�
ontrast,:02)obj:02(propose(agt>thing,obj>thing).�entry.�past.�
omplete,:04.�topi
)obj:04(raise(i
l>in
rease(agt>thing,gol>thing,obj>thing)).�entry,investment(i
l>assets):08.�def)s
n:04(raise(i
l>in
rease(agt>thing,gol>thing,obj>thing)):08.�def,agri
ulture(i
l>a
tivity))gol:04(raise(i
l>in
rease(agt>thing,gol>thing,obj>thing)).�entry,:09)qua:09(%,18.7)mod:04(09,:05.�def)mod:05(outlay(i
l>expense).�entry,plan(i
l>idea):13)mod:04(:05.�def,total(mod<thing))obj:03(turn out(obj>thing,gol>thing).�entry.�past,investment(i
l>assets):10.�def)mod:03(investment(i
l>assets):10.�def,a
tual(mod<thing))gol:03(turn out(obj>thing,gol>thing).�entry.�past,:06)aoj:06(:11.�entry,investment(i
l>assets):10.�def)qua:11(%,:07)fmt:07(10,11)man:06(:07,about(i
l>how))mod:06(:07,only(mod<thing))[/S℄[S:21℄; Growth in Foodgrain Produ
tionmod(growth(i
l>phenomenon).�entry,produ
tion(i
l>a
tion))mod(produ
tion(i
l>a
tion),foodgrain(i
l>
ereal))[/S℄



53[S:22℄; The foodgrain produ
tion in the 1950s rose in India be
ause of expansion in area.obj(rise(gol>thing,obj>thing).�entry.�past,produ
tion(i
l>a
tion).�def)mod(produ
tion(i
l>a
tion).�def,foodgrain(i
l>
ereal))dur(rise(gol>thing,obj>thing).�entry.�past,1950.�pl)pl
(rise(gol>thing,obj>thing).�entry.�past,India(iof>
ountry))rsn(rise(gol>thing,obj>thing).�entry.�past,expansion(i
l>a
tivity))mod(expansion(i
l>a
tivity),area(i
l>pla
e))[/S℄[S:23℄; In the 1960s, the growth rate was very poor whi
h resulted in large s
ale; imports.dur(:01,1960.�entry.�pl)aoj:01(poor(aoj>thing).�past.�entry,rate(i
l>magnitude).�def)mod:01(rate(i
l>magnitude).�def,growth(i
l>phenomenon))man:01(poor(aoj>thing).�past.�entry,very(i
l>how))agt:01(result in(i
l>
ause(agt>thing,obj>thing)).�past,rate(i
l>magnitude).�def)obj:01(result in(i
l>
ause(agt>thing,obj>thing)).�past,import(i
l>output).�pl)mod:01(import(i
l>output).�pl,large-s
ale(mod<thing))[/S℄[S:24℄; The development, produ
tion and use of better seeds in
reased the produ
tivity; of wheat in 1970s and ri
e in 1980s.agt(in
rease(agt>thing,obj>thing).�entry.�past,:02)mod:02(:01.�entry.�def,seed(pof>plant).�pl)and:01(use(i
l>a
tion).�entry,produ
tion(i
l>a
tion))and:01(produ
tion(i
l>a
tion),development(i
l>a
tion))mod:02(seed(pof>plant).�pl,good(aoj>thing))man:02(good(aoj>thing),more(i
l>how))obj(in
rease(agt>thing,obj>thing).�entry.�past,produ
tivity(i
l>fruitfulness).�def)mod(produ
tivity(i
l>fruitfulness).�def,:03)and:03(ri
e(i
l>grain).�entry,wheat(i
l>
ereal))dur(ri
e(i
l>grain),1980.�pl)dur(wheat(i
l>
ereal),1970.�pl)[/S℄[S:25℄; The eighties was also a period of green revolution whi
h enabled India to be
ome; self-suffi
ient in foodgrain produ
tion and even a marginal exporter.man(:01,also(i
l>how).�entry)aoj:01(period(i
l>time).�entry.�def,eighty(i
l>time).�def.�pl)mod:01(period(i
l>time).�entry.�def,:02)mod:02(revolution(i
l>event).�entry,green(i
l>
olor))agt:01(enable(agt>thing,obj>thing).�past,:02)obj:01(enable(agt>thing,obj>thing).�past,India(iof>
ountry))



54 APPENDIX A. DOCUMENT USED IN EXPERIMENTSpur:01(enable(agt>thing,obj>thing).�past,:03)obj:03(be
ome(gol>thing,obj>thing).�entry,India(iof>
ountry))gol:03(be
ome(gol>thing,obj>thing).�entry,:04)and:04(exporter(i
l>o

upation).�entry.�indef,self-suffi
ient(aoj>thing))s
n:04(self-suffi
ient(aoj>thing),produ
tion(i
l>a
tion))mod:04(produ
tion(i
l>a
tion),foodgrain(i
l>
ereal))mod:04(exporter(i
l>o

upation).�entry.�indef,marginal(mod<thing))[/S℄[S:26℄; In the Nineties, however, the annual growth rate in produ
tion has fallen to; 1.66 per 
ent from 3.54 per 
ent re
orded in the eighties.dur(:01.�
ontrast,ninety(i
l>time).�entry.�def.�pl)obj:01(fall(obj>thing,gol>thing).�entry.�present.�
omplete,rate(i
l>magnitude).�def)mod(rate(i
l>magnitude),annual(aoj>thing))mod(rate(i
l>magnitude),growth(i
l>phenomenon))mod(growth(i
l>phenomenon),produ
tion(i
l>a
tion))gol(fall(obj>thing,gol>thing).�entry.�present.�
omplete,:02)qua:02(per
ent(i
l>ratio):04,1.66)sr
(fall(obj>thing,gol>thing).�entry.�present.�
omplete,:03)qua:03(per
ent(i
l>ratio):05,3.54)obj(re
ord(i
l>do
ument(agt>thing,obj>thing)).�
omplete,per
ent(i
l>ratio):05)dur(re
ord(i
l>do
ument(agt>thing,obj>thing)).�
omplete,eighty(i
l>time).�def.�pl)[/S℄[S:27℄; This is a matter of serious 
on
ern for the 
ountry as this growth rate is just; mat
hing the annual growth rate of population and 40 per
ent of the population; in the 
ountry is still living below the poverty line.aoj:01(matter(i
l>abstra
t thing).�entry.�indef,this(i
l>thing))mod:01(matter(i
l>abstra
t thing).�entry.�indef,
on
ern(i
l>feelings))mod:01(
on
ern(i
l>feelings),serious(aoj>thing))aoj:01(matter(i
l>abstra
t thing).�entry,
ountry(i
l>region):07.�def)rsn(:01.�entry,:02)and:02(:04.�entry,:03)aoj:03(mat
h(i
l>
orrespond(aoj>thing,obj>thing)).�entry.�present.�progress,rate(i
l>magnitude):05)man:03(mat
h(i
l>
orrespond(aoj>thing,obj>thing)).�entry.�present.�progress,just(i
l>how))mod:03(rate(i
l>magnitude):05,this(mod<thing))mod:03(rate(i
l>magnitude):05,growth(i
l>phenomenon):5A)obj:03(mat
h(i
l>
orrespond(aoj>thing,obj>thing)).�entry.�present.�progress,rate(i
l>magnitude):06)mod:03(rate(i
l>magnitude):06,growth(i
l>phenomenon):6A)mod:03(growth(i
l>phenomenon):6A,population(i
l>person):09)mod:03(growth(i
l>phenomenon):6A,annual(aoj>thing))



55agt:04(live(agt>person).�entry.�present.�progress,per
ent(i
l>ratio))qua:04(per
ent(i
l>ratio),40)mod:04(per
ent(i
l>ratio),population(i
l>person):10.�def)pl
:04(population(i
l>person):10.�def,
ountry(i
l>region):08.�def)man:04(live(agt>person).�entry.�present.�progress,still(i
l>how))pl
:04(live(agt>person).�entry.�present.�progress,below(i
l>pla
e))bas:04(below(i
l>pla
e),line(i
l>shape).�def)mod:04(line(i
l>shape).�def,poverty(i
l>state))[/S℄[S:28℄; The produ
tion of foodgrains in the 
ountry fell to 192.4 million tonnes in; 1997-98 from 199.4 million tonnes in 1996-97.mod:01(produ
tion(i
l>a
tion).�entry.�def,foodgrain(i
l>
ereal).�pl)pl
(:01,
ountry(i
l>region).�def)obj(fall(obj>thing,gol>thing).�entry.�past,:01)gol(fall(obj>thing,gol>thing).�entry.�past,:02)qua:02(tonne(i
l>metri
 ton):12.�entry.�pl,:03)qua:03(million:11,192.4)dur(:02,:04)fmt:04(1997:08.�entry,1998)sr
(fall(obj>thing,gol>thing).�entry.�past,:05)qua:05(tonne(i
l>metri
 ton):13.�entry.�pl,:06)qua:06(million:10,199.4)dur(:05,:07)fmt:07(1996.�entry,1997:09)[/S℄[S:29℄; The produ
tion of wheat dropped by 3.5 million tonnes and 
oarse 
ereals by 3; million tonnes.obj(drop(obj>thing).�entry.�past,produ
tion(i
l>a
tion).�def)and(:03,:02)mod:03(produ
tion(i
l>a
tion).�entry.�def,
ereal(i
l>food))mod:02(produ
tion(i
l>a
tion).�entry.�def,wheat(i
l>
ereal))mod:03(
ereal(i
l>food).�pl,
oarse(i
l>rough(aoj>thing)))man(drop(obj>thing).�entry.�past,by(i
l>how(obj>thing)))obj(by(i
l>how(obj>thing)),tonne(i
l>metri
 ton).�pl)qua:02(tonne(i
l>metri
 ton).�pl,:04)qua:04(million:07.�entry,3.5)qua:03(tonne(i
l>metri
 ton).�pl,:05)qua:05(million:08.�entry,3)[/S℄[S:30℄; The kharif 1998-99 
rop was also no better.aoj(good(aoj>thing).�entry.�not.�past,
rop(i
l>food).�def)man(good(aoj>thing).�entry.�not.�past,more(i
l>how))



56 APPENDIX A. DOCUMENT USED IN EXPERIMENTSman(good(aoj>thing).�entry.�not.�past,also(i
l>how))mod(
rop(i
l>food).�def,kharif(iof>
rop))dur(
rop(i
l>food).�def,:01)fmt:01(1998.�entry,1999)[/S℄[S:31℄; However, the 1998-99 Rabi 
rop is expe
ted to be good with a 5.2 million tonnes; higher foodgrain output expe
ted from it.obj(expe
t(agt>thing,obj>thing):01.�entry.�present.�
omplete.�
ontrast,
rop(i
l>food).�def.�topi
)mod(
rop(i
l>food).�def.�topi
,Rabi(iof>
rop))dur(
rop(i
l>food).�def.�topi
,:02)fmt:02(1998.�entry,1999)gol(expe
t(agt>thing,obj>thing):01.�entry.�present.�
omplete.�
ontrast,good(aoj>thing))aoj(good(aoj>thing),
rop(i
l>food).�def.�topi
)aoj(have(aoj>thing,obj>thing),
rop(i
l>food).�def.�topi
)obj(have(aoj>thing,obj>thing),output(i
l>produ
t).�indef)mod(output(i
l>produ
t),foodgrain(i
l>
ereal))mod(output(i
l>produ
t),high(aoj>thing))man(high(aoj>thing),more(i
l>how))man(high(aoj>thing),:04)qua:04(tonne(i
l>metri
 ton).�entry.�pl,:03)qua:03(million.�entry,5.2)obj(expe
t(agt>thing,obj>thing):05.�
omplete,output(i
l>produ
t).�topi
)frm(expe
t(agt>thing,obj>thing):05.�
omplete,
rop(i
l>food).�def.�topi
)[/S℄[S:32℄; The 
rop is estimated at 96.5 million tonnes.obj(estimate(i
l>
al
ulate(aoj>thing,obj>thing)).�entry.�present.�
omplete,
rop(i
l>food).�def.�topi
)gol(estimate(i
l>
al
ulate(aoj>thing,obj>thing)).�entry.�present.�
omplete,tonne(i
l>metri
 ton).�pl)qua(tonne(i
l>metri
 ton).�pl,:01)qua:01(million.�entry,96.5)[/S℄[S:33℄; Agri
ultural ministry has proje
ted a 1998-99 ouput of foodgrains at more than; 200 million tonnes.agt(proje
t(i
l>
al
ulate(agt>thing,obj>thing)).�entry.�present.�
omplete,Agri
ultural ministry(iof>organization))obj(proje
t(i
l>
al
ulate(agt>thing,obj>thing)).�entry.�present.�
omplete,output(i
l>produ
t).�indef)mod(output(i
l>produ
t).�indef,foodgrain(i
l>
ereal).�pl)dur(output(i
l>produ
t).�indef,:01)



57fmt:01(1998.�entry,1999)gol(proje
t(i
l>
al
ulate(agt>thing,obj>thing)).�entry.�present.�
omplete,tonne(i
l>metri
 ton).�pl)qua(tonne(i
l>metri
 ton).�pl,:02)qua:02(million.�entry,:03)bas:03(more(i
l>how).�entry,200)[/S℄[S:34℄; The union government had plans to 
over about 2 million farmers in the; 
ountry with a total 
redit of Rs. 168 
rores in 1999 with'kisan 
ards'.aoj(have(aoj>thing,obj>thing).�entry.�past,union government(i
l>organization).�def)obj(have(aoj>thing,obj>thing).�entry.�past,plan(i
l>idea).�pl)pur(plan(i
l>idea).�pl,
over(agt>thing,obj>thing))obj(
over(agt>thing,obj>thing),farmer(i
l>o

upation).�pl)qua(farmer(i
l>o

upation).�pl,:01)qua:01(million.�entry,2)man(:01,about(i
l>how))pl
(
over(agt>thing,obj>thing),
ountry(i
l>region).�def)met(
over(agt>thing,obj>thing),
redit(i
l>money).�indef)mod(
redit(i
l>money).�indef,total(mod<thing))mod(
redit(i
l>money),rupee(i
l>
urren
y).�pl)qua(rupee(i
l>
urren
y).�pl,:02)qua:02(
rore(iof>10 000 000).�entry.�pl,168)dur(
redit(i
l>money),1999)ins(
over(agt>thing,obj>thing),kisan 
ard(i
l>tool).�pl)[/S℄[S:35℄; It has fixed interest rates on 
redit given to farmers through these 
ards at; 13.26 per 
ent in
luding tax on interest on the first Rs. 2 lakhs 
redit and,; at 6.02 per
ent on amounts above Rs. 2.00 lakhs.agt(fix(i
l>de
ide(agt>thing,obj>thing)).�entry.�present.�
omplete,it)obj(fix(i
l>de
ide(agt>thing,obj>thing)).�entry.�present.�
omplete,:01)mod:01(rate(i
l>
harge).�entry.�pl,interest(i
l>profit):06)aoj(on(aoj>thing,obj>thing):20,:01)obj(on(aoj>thing,obj>thing):20,
redit(i
l>money):09)obj(give(agt>thing,gol>thing,obj>thing).�
omplete,
redit(i
l>money):09.�topi
)gol(give(agt>thing,gol>thing,obj>thing).�
omplete,farmer(i
l>o

upation).�pl)man(give(agt>thing,gol>thing,obj>thing).�
omplete,through(i
l>how(obj>thing)))obj(through(i
l>how(obj>thing)),
ard(i
l>tool).�pl)mod(
ard(i
l>tool).�pl,this.�pl)gol(fix(i
l>de
ide(agt>thing,obj>thing)).�entry.�present.�
omplete,per
ent(i
l>ratio))and(:05.�entry,:04)qua:04(per
ent(i
l>ratio).�entry,13.26)
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ent(i
l>ratio).�entry,6.02)aoj(on(aoj>thing,obj>thing):21,:05)obj(on(aoj>thing,obj>thing):21,amount(i
l>magnitude).�pl)aoj(above(aoj>thing,obj>thing),amount(i
l>magnitude).�pl)obj(above(aoj>thing,obj>thing),rupee(i
l>
urren
y):10.�pl)qua(rupee(i
l>
urren
y):10.�pl,:14)qua:14(lakh(iof>100 000):15.�entry.�pl,2:16)aoj(in
lude(aoj>thing,obj>thing).�progress,:04)obj(in
lude(aoj>thing,obj>thing).�progress,tax(i
l>
harge))aoj(on(aoj>thing,obj>thing):22,tax(i
l>
harge))obj(on(aoj>thing,obj>thing):22,interest(i
l>profit):07)aoj(on(aoj>thing,obj>thing):23,interest(i
l>profit):07)obj(on(aoj>thing,obj>thing):23,
redit(i
l>money):08)mod(
redit(i
l>money):08.�def,rupee(i
l>
urren
y):11.�pl)qua(rupee(i
l>
urren
y):11.�pl,:03)qua:03(lakh(iof>100 000):12.�entry.�pl,2:13)mod(:03,1.�ordinal.�def)[/S℄
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